MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS VOLUME 296

Structure and Properties of
Energetic Materials

Symposium held November 30-December 2, 1992, Boston, Massachusetts, U.S.A.

EDITORS:

Donald H. Liebenberg

U.S. Office of Naval Research
Arlington, Virginia, U.S.A.

Ronald W. Armstrong

University of Maryland
College Park, Maryland, U.S.A.

John J. Gilman

Lawrence Berkeley Laboratory
Berkeley, California, U.S.A.

AD-A 365 1725

MIRIS

MATERIALS RESEARCH SOCIETY
Pittsburgh. Pennsylvania

i
)
?'i

93-13197
VAR

I

03 6 14 023



This work was supported in part by the Office of Naval Research under Grant
Number N00014-93-1-0147. The United States Government has a royalty-frce hcense
throughout the world in all copyrightable material contained herein.

Single article reprints from this publication are available through University
Microfilms Inc., 300 North Zeeb Road, Ann Arbor, Michigan 48106

CODEN: MRSPDH

Copyright 1993 by Materials Research Society.
All rights reserved.

This book has been registered with Copyright Clearance Center. Inc. For further
information, please contact the Copyright Clearance Center, Salem, Massachusetts.

Published by:

Materials Research Society
9800 McKnight Road
Pittsburgh, Pennsylvania 15237
Telephone (412) 367-3003

Fax (412) 367-4373

Library of Congress Cataloging in Publication Data

Structure and propertics of energetic materials : symposium held November 30-
December 2, 1992, Boston. Massachusetts, U.S.A. / edited by Donald H.
Liebenberg Donald W. Armstrong. and John J. Gilman

. cm.—(Materials Rescarch Socxety symposium proceedmgs.
ISSN 0272-9172 : +. 296)
Includes bibhiographical references and indexes.
ISBN 1-55899-191-3
1. Explosives—Congresses. 1. Liebenberg. Donald H. Il. Armstrong.
Ronald W. IIl. Gilman. Joh~ ' ‘lohn Joseph) [IV. Senes: Matenals Research
Society s+~ .sum proceeding: . v. 296.

TP270.A1S77 ~ 1Y93 93-12847

662’.2—dc20 CIP

Manufactured in the Umted States of America



Contents

PREFACE
ACKNOWLEDGMENTS
MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS

PART I: STRUCTURE AND STABILITY

*MOLECULAR STRUCTURE AND PERFORMANCE OF HIGH EXPLOSIVES
James . Stine

*RECENT ADVANCES IN THE THERMAL DECOMPOSITION OF CYCLIC
NITRAMINES
Richard Behrens, Ir. and Suryanarayana Bulusu

*MOLECULAR COMPOSITION, STRUCTURE, AND SENSITIVITY OF
EXPLOSIVES
Carlyle B. Storm and James R. Travis

ENERGY TRANSFER DYNAMICS AND IMPACT SENSITIVITY
Laurence E. Fried and Anthony J. Ruggiero

RELATIONSHIP BETWEEN RADIATION STABILITY AND MOLECULAR
STRUCTURE OF NITRAMINE i Y.PLOSIVES
James J. Pinto

THIN FILM INFRARED LASER PYROLYSIS STUDIES OF THERMAL
DECOMPOSITION MECHANISMS IN NITRAMINE PROPELLANTS
Tod R. Botcher and Charles A. Wight

NITROGEN RADICALS FROM THERMAL AND PHOTOCHEMICAL
DECOMPOSITION OF AMMONIUM PERCHLORATE. AMMONIUM
DlN!TRAIh)/llDE, AND CYCLIC NITRAMINES

M.D. Pace

PART II: DEFORMATION, FRACTURE, AND INITIATION

*ENERGY LOCALIZATION AND THE INITIATION OF EXPLOSIVE
CRYSTALS BY SHOCK OR IMPACT
C.S. Coffey

*THE IMPORTANCE OF STERICALLY HINDERED SHEAR IN
DETE!}MINING THE SENSITIVITY OF EXPLOSIVE CRYSTALS
erry J. Dick

FRACTURE SURFACE TOPOGRAEL.1Y OF OCTOL EXPLOSIVES
M. Yvonne D. Lanzerotti, James J. Pinto. and Allan Wolfe

THE ELECTRON-BEAM SENSITIVITY OF BINARY METAL AZIDES
Patrick J. Herley and William Jones

COMPARISON OF DEFORMATION AND SHOCK REACTIVITY FOR
SINGLE CRYSTALS OF RDX AND AMMONIUM PERCHLORATE
H.W. Sandusky. B.C. Beard, B.C. Glancy. W.L. Elban. and

R.W. Armstrong
*Invited Paper Dist
~
-~ TICOOECTED ¢ v 4 j
pTIC QUALTT T | “

dpic 21al

|

1|

ix
xi

xii

13

25

35

41

47

53

63

75

81

DDQ

87

|

93

..0des
—~d/or




MOLECULAR MODELING OF SLIP SUPPOSED TO OCCUR IN THE
SHOCK INITIATION OF CRYSTALLINE PETN
James P. Ritchie

INTERPRETING DROP-WEIGHT IMPACT RESULTS IN TERMS OF
DEFJORMATION DEPENDENT INITIATION CRITERIA
P.J. Baker and A.M. Mellor

HOT SPOT HEATING FROM IMPURITIES AND VACANCIES IN A
CRYSTA}!{..UNE SOLID UNDER RAPID COMPRESSION
D.H. Tsai

PART III: SHOCK PHENOMENA

*DISSOCIATIVE PHASE TRANSITIONS, SPLIT SHOCK WAVES,
RAREFACTION SHOCKS, AND DETONATIONS
C.T. White, D.H. Robertson, M.L. Elert, J.W. Mintmire. and
D.W. Brenner

*FEMTOSECOND SPECTROSCOPY OF CHEMICALLY REACTIVE SOLIDS:
A METHODOLOGY
Weining Wang. Marc M. Wefers. and Keith A. Nelson

*EXPLOSION OF DROPS IMPACTING NON-WETTING RIGID SURFACES
Clarence Zener and Dennis Prieve

AB INITIO STUDY OF ELECTRONIC STRUCTURE OF RDX MOLECULAR
CRYSTAL
Guang Gao. Ravindra Pandey. and A. Barry Kunz

MOLECULAR DYNAMICS SIMULATIONS OF SHOCKS AND
DETONAT}I’hOI:S IN A MODEL 3D ENERGETIC CRYSTAL WITH DEFECTS
Lee Phillips

MOLECULAR DYNAMICS SIMULATIONS OF SHOCK-DEFECT
INTERACTIONS IN TWO-DIMENSIONAL NONREACTIVE CRYSTALS
Robert S. Sinkowvits. Lee Phillips, Elaine S. Oran, and Jay P. Boris

MOLECULAR LEVEL STUDY OF INSENSITIVE AND ENERGETIC
LAYERED AND INTERCALATED MATERIALS
Richard D. Bardo

OVERVIEW: HIGH SPEED DYNAMICS AND MODELLING AS IT APPLIES
TO ENERGETIC SOLIDS

J. Covino, S.A. Finnegan. O.E.R. Heimdahl, A.j. Lindfors.

and J.K. Pringle

DELAYED INITIATION IN A MODEL ENERGETIC MATERIAL
D.H. Robentson. D.W. Brenner. and C.T. White
PART 1V: CRYSTALS: GROWTH AND BEHAVIOR
*ELFCTRONIC EXCITATIONS PRECEDING SHOCK INITIATION IN
EXPLOSIVES
J. Sharma and B.C. Beard
*PRESSURE/TEMPERATURE/REACTION PHASE DIAGRAMS FOR

SEVERAL NITRAMINE COMPOUNDS
T.P. Russell, P.J. Miller, G.J. Piermarini. and S. Block

*Invited Paper

vi

9

107

113

123

129

141

149

155

161

167

173

183

189

199




THE GROWTH AND PERFECTION OF SINGLE CRYSTALS OF

TRINITROTOLUENE (TNT) 215
Hugh G. Gallagher and John N. Sherwood

ATOMIC FORCE MICROSCOPY OF AMMONIUM PERCHLORATE 221
Minsun Yoo, Seokwon Yoon, and Alex De Lozanne

ENERGETIC CRYSTAL-LATTICE-DEPENDENT RESPONSES 227

R.W. Armstrong, H.L. Ammon, Z.Y. Du, W.L. Elban, and X.J. Zhang
THE MOLECULAR AND CRYSTAL STRUCTURES OF POLYCYCLIC

ENERGETIC MATERIALS 233
Richard Gilardi

NTO POLYMORPHS 237
Kien-yin Lee and Richard Gilardi

GROWTH AND DEFECTS OF EXPLOSIVES CRYSTALS 243

Howard H. Cady

PART V: STATICS, KINEMATICS, AND DYNAMICS
*SURFACE CHEMICAL CHARACTERIZATION METHODS APPLIED TO
ENERGETIC MATERIALS 257
B.C. Beard and J. Sharma

*SURFACE CHEMISTRY OF ENERGETIC MATERIALS AT HIGH

TEMPERATURE 269
Thomas B. Brill

QUANTUM DYNAMICAL STUDIES OF THE DECOMPOSITION OF

ENERGETIC MATERIALS 281

Hersche!l Rabitz and Eduardo Vilallonga
CORRELATION TIME FOR POLYMER CHAIN MOTION NEAR THE

GLASS TRANSITION IN NITROCELLULOSE 287
LR.P. Javakody. S. Bulusu. and R A Marino
HOT SPOT HISTORIES IN ENERGETIC MATERIALS 293

AM. Mellor. D.A Wiegand. and K.B. Isom
EXPERIMENTAL STUDY AND MODEL CALCULATIONS OF METAL
COMBUSTION IN AIJAP UNDERWATER EXPLOSIVES 299
Philip J. Milier and Raafat H. Guirgus

DETONATION STUDIES IN DISPERSED SOLID PARTICULATE EXPLOSIVES

USING HIGH SPEED TIME-RESOLVED HOLOGRAPHY 305
Michael J. Ehrlich. James W Wagner. Jacob Friedman. and Hemnrich Eggnart
REACTION KINETICS OF METALLIZED EXPLOSIVES n

Hermenzo D. Jones and Frank J. Zeniih

PART VI: PROCESSES, PERFORMANCE. AND PROPELLANTS

*COMBUSTION SYNTHESIS OF COMPOSITL MATERIALS 319
J.J. Moore

*INTERRELATIONSHIP BETWEEN SOLi1v PROPELLANT COMBUSTION

AND MATERIALS BEHAVIOR 331

Kenneth K. Kuo. Thomas A. Luzinger. and Wen H Hsich

*Invited Paper

vii




LABORATORY TESTING AND CONSTITUTIVE MODELING OF COAL
INCLUDING ANISOTROPY 349
Dar-Hao Chen, Musharraf M. Zaman, and Anant R. Kukreti

TIME LAG DIFFUSION METHOD FOR A SOLID PROPELLANT EMITTING

GASES 355
James K. Baird and Jenn-Shing Chen
ENERGETIC MATERIALS IN CERAMICS SYNTHESIS 361

J.J. Kingsley and L.R. Pederson
INFRARED FIBER OPTIC DIAGNOSTIC FOR SOLID PROPELLANT

COMBUSTION 367
J. Wormhoudt and P.L. Kebabian
LASER-BASED SENSITIVE DETECTION OF ENERGETIC MATERIALS 373

G.W. Lemire, J.B. Simeonsson, and R.C. Sausa

SHOCKED ENERGETIC MOLECULAR MATERIALS: CHEMICAL
REACTION INITIATION AND HOT SPOT FORMATION 379
M.D. Fayer. Andrei Tokmakoff. and Dana D. Dlott

AUTHOR INDEX 385

SUBJECT INDEX 387

Vili



Preface

This was the first Symposium on Energetic Materials held at a Materials Research
Society Meetng. Energetic materials are substances that undergo exothermic chemical
reaction in response to some stimulus and react in time scales leading to combustion,
explosion, and/or detonation (millisec to femtosec). Energetic materials represent a
multibillion dollar industry for both commercial and military uses. These are among
the earliest of man-made classes of materials. Their historical role in the development
of nations has been enormous. Land clearing, railroad and highway construction, and
mining continue as important though not exclusive uses. The space program is enabled
by energetic materials.

While niany of the energetic materials in current use were developed in the previous
century, a recent renaissance by synthetic chemists has brought forward new
compounds. The response of these new materials to stimuli that cause initiation or
transition from combustion to detonation and the response of energetic materials
generally to a vanety of new uses (such as for air bags in automobiles where the
environmental conditions and longer term storage stability questions must be carefully
assessed) have led to increased interest in understanding the fundamental mechanisms
for initiation and decomposition and also to new methods for qualty and safety
assurance tests.

Understanding the sensitivity to known stimuh such as impact or heating, the routes
of chemical decomposition, and the theoretical techniques that can describe these
processes is a fertile field of current research addressed n this Symposium. Relauons
between the molecular structure and the defect structures and initation and
decomposition, properties of new materials, expenmental tests and new methods for
probing at the microscopic level, and theoretical progress were the main topics.

The commonahty with studies of other materials using many similar experimental
techniques, especially in the area of defect and the special feawres of the
subpicosecond ume scale for reactions and decu.sposition both n expenments and
molecular dynaniics simulauons provides a strong bond with other materials research.
The orgamzers hope that these proceedings will further strengthen those bonds.

Donald H. Liebenberg
Ronald W. Armstrong
John J. Giiman

March 1993
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MOLECULAR STRUCTURE AND PERFORMANCE OF HIGH
EXPLOSIVES

JAMES R. STINE, Explosives Technology, Group M-1, MS C920, Los Alamos
National Laboratory, Los Alamos, NM 87545.

ABSTRACT

Empirical methods have been developed to predict density and heat of
formation of proposed high explosives. These methods are parameterized in
terms of molecular constituents consisting of atoms in particular bonding
environments. These methods, along with the atomic composition of the
molecule, are then used in an empirically based method to predict the
performance of the explosive.

Together, these methods form a unified mechanism of relating molecular
structure to explosive performance. Indeed, this effort, along with the synthesis
effort at Los Alamos, have led to the identification of a new class of high-nitrogen
molecules that may prove to be high performance explosives.

INTRODUCTION

The goal of the high explosives synthesis effort at Los Alamos has been to
synthesize an organic high explosive that has the performance of HMX (one of
our best performing explosives in general use) but at the same time has the
insensitivity of TATB (our most insensitive high explosive). Although numerous
efforts at Los Alamos, and indeed throughout the explosives community in
general, have tried to achieve this goal, few new explosives have ever made been
considered for weapon systems.

If we take a glance at the synthesis history of the explosives of military

interest], we immediately see that most all of them were first synthesized in the
late 1800s. The fact that synthesis efforts since this time, and particularly
during the past 40 years, have not been able to realize the goal given above, was
one of the reasons for the development of the methods described here.

Table I. Hisiory of the Synthesis of Explosives of Military Interest

Nitroguanidine 1877
Tetryl 1879
TNT 1880
TATB 1888
PETN 1894
RDX 1899

One common element of nearly all of the synthesis efforts dur"  .he last
40 years has been the nitration of a carbon skel. ...: this has resu.ced in the
synthesis of many polynitroaromatics, with TATB and TNT as notable examples.
But, are these explosives qualitatively different from one anoiher? To help
answer this question, we developed simple empirical methods to help indicate
how each molecular constituent affected an explosive's performance. In addition

Mat. Res. Soc. Symp Proc. Vol. 296 1993 Matenals Research Soctety




to being developed as predictive tools, the primary goal of these methods is to
help guide the synthesis effort by providing insight as to what constituents were
beneficial to high performance and which ones were not. These methods would
then complement the computer methods developed over the years in predicting
properties of proposed explosives.

The empirical methods developed were concerned with density and heat of
formation of the proposed explosive. Certainly, in the past, these factors have
been recognized as playing an important part in the performance of an explosive.
However, many synthesis efforts have had as their primary goal the synthesis of
high density organic molecules instead of high performance molecules. The
thought here is that the three factors of density, heat of formation, and atomic
composition must all be considered when relating molecular structure to
performance. Of the three factors, atomic composition has received the least
emphasis.

In the sections below, we discuss the three empirical methods as related to
the factors given above, and then relate them to performance.

DENSITY

One method for predicting density was developed by Stine2 in 1981. This
method assumed that the volume of a molecule in the unit cell of a crystal (which
in this case includes some of the void volume) is a sum of the volumes of the
molecular constituents. In this case, the molecular constituent is the atom in its
particular bonding environment. Thus, for example, one constituent would be a
carbon atom with four single bonds, designated C(1,1,1,1), or if two of the bonds
were in a ring system designated C(1,1,-1,-1). Another constituent being a
carbon with a double bond and two single bonds, C(2,1,1). Table II lists all of the
different constituents possible for carbon, hydrogen, nitrogen, oxygen molecules,
where 1, 2, or, 3 represent a single, double, or triple bond, and -5 designates an
aromatic bond. A negative value indicates that the bond is part of a ring system.
Values for the constituent volumes were derived from over 2000 organic
molecules with known crystal structures. A histogram of the errors between the
observed and calculated densities for these 2000 compounds indicates that the
calculated value is within 5-4% of the observed value. Of course only a few of the
2000 compounds were explosives, but when this method was applied to over 300
organic explosives synthesized at Los Alamos, a similar standard deviation was
obtained.

Of interest here are the contributions of each constituent to the density,
which are also listed in Table II. It can be seen that almost all of the carbon-
containing constituents contribute a relatively low value to the density, except
for C(-1,-1,-1,-1) and C(1,-1,-1,-1) whose bonds are involved in multiple ring
systems. That is, to be high density, the carbons must be a part of a cage-type or
spiro-type structure. However, almost all of the nitrogen and oxygen atoms
contribute a high value to the density. Thus for a high density compound one
would want to eliminate the carbon and hydrogen atoms in favor of mitrogen and
oxygen atoms.

R Ty




Table II. Constituent Volumes for the Prediction of Density

Definition Volume Density

A3 g/em3
H(1) bonded to a Carbon 5.981 0.278
H(1) bonded to an aromatic Carbon 7.499 0.221
H(1) bonded to a Nitrogen 5.199 0.319
H(1) bonded to an Oxygen 0.366 4.536
C(1,1,1,1) 13.390 1.486
C(1,1,-1,-1) 11.709 1.702
C(1,-1,-1,-1) 9.755 2.042
C(-1,-1,-1,-1) 9.673 2.060
C2,1,1) 14.565 1.368
C(1,-1,-2) 13.288 1.499
C(2,-1,-1) 12.654 1.575
C(-1,-1,-2) 10.410 1.914
C(1,-5,-5) 12.094 1.647
C(-1,-5,-5) 10.618 1.876
C(-5,-5,-5) 10.370 1.921
C(3,1)or C(2,2) 16.579 1.202
N(2,2,1) 10.368 2.242
N(1,1,1) 9.234 2.517
N(1,-1,-1) 9.798 2.372
N(-1,-1,-1) 8.759 2.654
N(-5,-5) 12.268 1.895
N(2,1) 14.488 1.605
N(-1,-2) 11.941 1.947
N(@3) 15.599 1.490
0(,1) 12.178 2.181
0(-1,-1) 12.172 2.183
02) 12.754 2.063

HEAT OF FORMATION

A method similar to that developed for density was developed for

predicting the heat of fcrmation ¢f o propesed explosive3. Here, however, it is
important to specify the type of atom bonded to the atom of concern. Thus, for
example, a carbon bonded to two other carbons, a hydrogen, and a nitrogen
would be designated by C(C1, C1, H1, N1). Also of importance to the heat of
formation is the contribution of ring strain. Here we only consider ring strain in
rings consisting of three, four, or five atoms. Values for the constituent heats of
formation were derived from measured heats of formation of over 1100 organic

compounds?. As opposed to similar existing methods for estimating the heat of
formation of a molecule, this method has a much smaller set of constituents, and
the constituent heat of formation is based on a larger set of empirical data. A
histogram of the errors between the observed and calculated vaiues indicates a
standard deviation of about 10 kcal/mole.

Here aga., . method indicates which molecular constituents contribute
a pusitive amount to the overall heat of formation and which contribute a
negative amount. It now becomes evident, that a particular molecular
constituent might contribute in a positive way to the density, but a negative
amount to the heat of formation.



ATOMIC COMPOSITION

One aspect of performance that has not received as much consideration as
density and heat of formation is the role of atomic composition. Our first
consideration was to determine in what regions of atomic composition space did
most existing explosives lie. We know, for example, that RDX (CgHgNgOg) and

HMX (C4HgNgOg) have the same performance if they are pressed to the same

density. Thus, the absolute number of each atom making up the molecule is not
of importance, but rather their relative amounts. Hence, we can arbitrarily
“normalize” the molecular formula, C;HpN.Og, to CAHgNOp such that

A+B+C+D=1. That is A=a/a+b+c+d), etc. Thus RDX and HMX would have the
same relative formula.

Now we wish to represent wue relative composition of any organic (carbon,
hydrogen, nitrogen, oxygen) molecule graphically. Just as an equilateral
triangle can be used to represent the fractional composition for a three
component system, a tetrahedron can be used to represent the relative fractions
for a four component system. That is, a tetrahedron has the property that the
sun. of the four distances from an internal point to each of the four sides is a
constant. Thus, the relative composition of any organic molecule can be
represented by a point inside a tetrahedron whose corners represent carbon,
hydrogen, nitrogen, and oxygen. This tetrahedron is shown in Figure 1.

N

C H

Figure 1. Composition tetrahedron for representing the relative
amounts of carbon, hydrogen, mtrogen and oxygen in any organic
muled -

The ideal products in a detonation are water, carbon dioxide, and
nitrogen. These molecules are represented by points on the line connecting
hydrogen and oxygen, the line connecting carbon and oxygen, and t'ie apex,




respectively. These three points then define an "oxygen balance plane,” in which
any point lying in this plane is said to have sufficient oxygen to convert the
carbon to COg and the hydrogen to HgO.

Over 300 explosives molecules were found in the literature that had been
synthesized over the past 40 years. The normalized formulas for each of these
explosives is plotted in Figure 2. Also seen in this figure is the oxygen balance
plane. It is readily seen that most all of these explosives lie within a cluster that
is characterized by high carbon - low oxygen content. Included in this cluster are
explosives such as TATB, TNT, DATB, HNS, TNB, etc. These are basically low
performing explosives because most of the carbon ends up as solid carbon in the
form of soot. One molecule somewhat outside of this cluster is HMX, one of the
best performing explosives. This indicates that perhaps molecules with as much
as or greater nitrogen content might be a promising region for high performing
explosives.

“igure 2. Composition tetrahedron showing the location of
over 300 known explosives.



One molecule that consists of just nitrogen atoms is octaazacubane, Ng,
(Figure 3) and is of interest to demonstrate the performance expected for a pure
nitrogen molecule®. The predicted heat of formation for this molecule using ab
initio methods is 5§30 kcal, and the predicted density using the above mentioned

density prediction method, is 2.65 g/cm3. These values yield a predicted
detonation velocity (using the TIGER code with the BKW equation of state) of
over 15 km/s and a CJ-pressure of 157.2 GPa. In fact, even if the real density
differed substantially from that predicted and was found to be only 1.90 g7cm3,
and the real heat of formation found to be only 200 kcal/mole, the predicted
detonation velocity would be 10.4 km/s and the CJ-pressure would be 50.1 GPa.
These values are still substantially greater than those for HMX, namely
9.14 km/s and 40.5 GPa, respectively.

N N
\ N\
N l N

N N

\|

\
N

Figure 3. Molecular structure of octaazacubane.
PERFORMANCE

The density, heat of formation, and atomic composition can now be
integrated into an empirical method for predicting the performance of a proposed
explosive. The approach taken here is an extension of a method first developed
by Urizar6 at Los Alamos in 1947. In his method, he assumed that the
detonation velocity of a mixture of explosives is the sum of the detonation
velocities of the constituents weighted by their respective volume fractions. He
also allowed for the contribution of voids to the overall detonation velocity by
assigning a "characteristic velocity” and including its contribution to the sum.
Thus, for a mixture of n components we have,

D:EviDi i=1l.n (1

where D is the detonation velocity. Here we extended his method7 to pure
compounds by making the additional assumption that the detonation velocity of
a pure compound and that of a mixture are identical if the densities, heats of
formation, and atomic compositions are the same. Hence these properties of the
pure compound could be simulated by an appropriate mixture of explosives with
known densities. *..2: : of formation, and molecular formulas. Thus for a pure
sxplosive with the inolecular formula C,Hp, N O4, we would need a basis set of
five explosives, and the addition of voids to simulate the six parameters of

carbon, hydrogen, nitrogen, and oxygen content, density, and heat of formation.
Equation 1 then becomes,



D=D,+p(aa+Bb+y+dd+hAHg/M, (2)

where D, is the characteristic velocity of a void, p is the denaity in g/cm3, AHgis
the heat of formation in kcal/mole, and M is the molecular weight of the pure
compound. D, a, B, v, 8, and h are constants whose values were obtained by a

least-squares analysis to detonation velocity, density, and heat of formation data
for 22 pure explosives. This analysis yielded,

a= -1385 8= 6811
B= 395 h=  0.6917
y= 37174 D,= 369

The calculated and observed values are plotted in Figure 4 for these 22
explosives.

9.5

9.0 4 /

8.5 1

8.0 1

D{calc) (km/s)

7.5 1 o

7.0

6.5 v p— v -
65 7.0 75 8.0 8.5 9.0 8.5

D(obs) (knvs)

Figure 4. Plot of the detonation velocities of 22 pure explosive~
calculated using Equation 2 as a function o. the observed
detonation velocities. The straight line is the ideal case where
the calculated value is equal to the observed value.
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It is clear from the above values that carbon is detrimental to a high
detonation velocity because a is negative, but nitrogen and oxygen make a

positive contribution because B, %, and & are all positive. Here again, we are led
to the conclusion that high nitrogen explosives should give good performance.
These data indicate that perhaps high nitrogen molecules would be high

performance explosives. One compound, first synthesized at Los Alamos8 in
1986, is a high nitrogen molecule that does not contain any nitro groups. The
structure of this molecule is shown in Figure 5.

NH,

Figure 5. Molecular structure of the high
nitrogen explosive, TZX

This explosive was predicted to have a detonation velocity about the same
as that of HMX. Enough material was then synthesized to perform sensitivity
and performance tests. It was found to have an impact sensitivity about like
that of TNT, which is a relatively insensitive high explosive. Although it is not
as insensitive as TATB, it is one of the few known explosives that has both a
relatively good performance and good sensitivity.

SMALL-SCALE TESTING

TZX is just one of the first high nitrogen molecule to be synthesized and
its performance properties are still being tested. As was mentioned at the
beginning, one must consider all factors when evaluating what molecular
constituents are important contributors to performance. Although we have
demonstrated that high nitrogen content is an important contributor to
performance, so are density and heat of formation, and it must not be over
emphasized. Indeed, these factors must be considered simultaneously when
evaluating their contribution related to a particular molecule.

The results now are very encouraging that perhaps a single molecule can
be both an insensitive and a high performing explosive. However, further tests
must be performed on new molecules that do not lie in the rvster forme! b+ the
majority of existing explosives. This presents a problem, in that many of the
standard sensitivity and performance tests require large amounts of material,
usually kilograms at the very least. It is usually a Herculean task for the bench
chemist to produce these quantities of material, and hence most explosives
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synthesized in the past simply- did not have any sensitivity of performance tests
past those required for handling small quantities of material.

8.5
PBX9407 (RDX/FPC461)
8.4 -
8.3 1
® g2
£
5 o
23
E 8.1
Q
Z 801
o
= 1 D =2.2708 + 3.5193 (rho)
S 797
Q
o r

150 155 160 165 170 175  1.80
Density (g/cc)

Figure 6. Detonation velocity as a function of density produced in
a single PolyRho shot. The rate stick consisted of 1/2 inch
diameter pellets.

To help bridge the gap between the bench chemist and the firing site
engineer, various small-scale tests are being developed at Los Alamos to
measure such things as detonation velocity, failure diameter, reaction zone
thickness, and sensitivity to shock. These tests require a total of 50-100g of
material - a quantity that is able to be synthesized in a laboratory.

One such test, requiring about 25-30g of material is the PolyRho test.
This is a performance test for measuring the detonation velocity over a range of
densities. Pellets, 1/2 inch in diameter and 1/2 inch in length are pressed to
diuterent densities. A rate stick is assembled from these pellets where the
pellets are placed in the rate stick according to their density. The first gellet is
next to the detonator and is the least dense and the last pellet is the most dense.
Foil switches are placed between the pellets and an oscilloscope is used to record
the arrival times of the detonation wave at each of these switches. From this
data and the heights of the individual pellets one can calculate the detonation




12

velocity over each of the pellets and hence obtain detunation velocity as a
function of density. One such plot is shown in Figure 6.

This test along with the other existing and proposed small-scale
performance and sensitivity tests form a basis for obtaining valuable screening
information to help aid in designing new explosives and selecting existing
explosives for particular programmatic goals.

CONCLUSIONS

Efforts related to the development of simple empirical predictive methods
have interacted with the synthesis effort at Los Alamos to identify a new class of
molecules that may prove useful as high-performing insensitive explosives. One
member of this new class has been synthesized and tested. However, high
nitrogen content is just one of the factors that influence performance and, like
density and heat of formation, should not be sole consideration. Indeed, it is
imperative that all of the factors be considered simultaneously because there are
}rery few molecular constituents that contribute in a positive way to each of these

actors.

The interaction between theory and synthesis has led to the realization
that perhaps the elusive explosive we have been looking for may have an atomic
composition and molecular structure quite different than that of most all known
explosives. We now have some guidelines as to what molecular geometries to
look for.
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ABSTRACT

The effects of physical properties and molecular conformation on the thermal
decomposition kinetics of several cyclic nitramines are examined and compared to the
decomposition of RDX. The compounds used in the study are: octahydro-1,3,5,7-tetranitro-
1,3,5,7-tetrazocine (HMX), hexahydro-1-nitroso-3,5-dinitro-s-triazine (ONDNTA), 1,3,5-
trinitro-1,3,5-triazacycloheptane (TNCHP), and 2-oxo-1,3,5-trinitro-1,3,5-triazacyclohexane
(K6). The decomposition pathways of HMX in the liquid phase are similar to the four
parallel decomposition pathways that control the decomposition of RDX in the liquid phase.
The products formed during the thermal decomposition of ONDNTA arise from multiple
reaction pathways. The identities and temporal behaviors of the ONDNTA decomposition
products are discussed. TNCHP is thermally stable in the liquid phase. The decomposition
products from TNCHP are formed via multiple reaction pathways. One decomposition
pathway for TNCHP is through its mononitroso intermediate. TNCHP does not form a stable
product that is analogous to oxy-s-triazine (OST) formed in RDX or the smaller ring
fragments formed in the liquid-phase decomposition of HMX. K6 is less thermally stable and
the decomposition mechanism is much simpler than that of RDX, HMX and TNCHP. The
thermal decomposition of K6 occurs between 150 and 180 °C. The products formed during
lhfi %egomposition of K6 are mainly CH2O and N2O with minor amounts or HCN, CO, NO,
an 2.

INTRODUCTION

The cyclic nitramines hexahydro-1,3,5-trinitro-s-triazine RDX (I) and octahydro-1,3,5,7-
tetranitro-1,3,5,7-tetrazocine HMX (I1)

NO, O;N_ NO,
r~|:/ \1!1 <N N>
O,N" N "NO, ON~ 7~ "No,

m ()

are energetic ingredients that are used in various propellants and explosives. Understanding
the complex physicochemical processes that underlie the combustion of these materials can
lead to methods for modifying propellant and explosive formulations in order to obtain better
ignition, combustion, or sensitivity properties. The motivation for understanding the thermal
decompositior nr~esses of these materials is threefold. First, in solid-propellant combustion,
thermal de. .:rpusition processes that occur in the condensed phase determine both the
amount of heat released on the surface of a burning propcllant and the identity and rates ot
production of the lower molecular weight species that are the reactants in the gas-phase flame.
These processes control the bum rates of solid propellants. Second, in both propellants and
explosives it is important to understand the mechanisms that control the stability of these
materials when they are subjected to elevated temperatures, electrostatic discharge, impact or
shock. The response of energetic materials in munitions to these stimuli determine their

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1993 Matenals Research Society
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degree of safety when subjected to abnormal environments such as fire. Third, an
understanding of the molecular processes that control the response of energetic materials to
these various stimuli will provide insight into the molecular'properties that control the relative
stability of these materials. This, in wrn, will provide guidance for the synthesis of new, more
stable, energetic materials. Thus, the goal of our work is to understand how the molecular
conformation, physical properties and molecular structure affect the thermal decomposition
processes in energetic materials.

Since RDX and HMX are two cyclic nitramines used extensively in explosive and
propellant formulations, our initial work!4 has focused on understanding the decomposition
mechanisms of these two materials in the solid and liquid phases. To extend our knowledge
of cyclic nitramine decomposition, we are currently studying the decomposition of an
intermediate formed during the decomposition of RDX and several other cyclic nitramines
with molecular conformations and physical properties different from RDX and HMX. In this
paper we present the following: a summary of the thermal decomposition pathways for RDX
in the liquid and solid phases; the results from our studies on the thermal decomposition of
liquid-phase HMX, hexahydro-1-nitroso-3,5-dinitro-s-triazine (ONDNTA) (1il), 1,3,5-
trinitro-1,3,5-triazacycloheptane (TNCHP) (1V), and 2-oxo-1,3,5-trinitro-1,3,5-
triazacyclohexane (K6) (V); a comparison of these results with those of RDX.
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EXPERIMENTAL
Instrument description

The simultaneous thermogravimeiric modulated beam mass spectrometry (STMBMS)
apparatus is used to conduct the thermal decomposition experiments. The apparatus and the
basic data analysis procedure have been described previously.5«¢ This instrument allows the
concentration and rate of formation of each gas phase species in a reaction cell to be measvred
as a function of time by correlating the ion signals at different m/z values measured with a
mass spectrometer with the force measured by a microbalance at any instant. In the
experimental procedure, a small sample (~10 mg) is placed in an alumina reaction cell that is
then mounted on a thermocouple probe that is seated 1n a microbalance. The reaction cell is
enclosed in a high vacuum environment ( < 107 torr) and is radiatively heated by a bifilar-
wound tungsten wire on an alumina tube. The molecules from the gaseous muxture in the
reaction cell exit through a small diameter (0.0025 cm in these expeniments) orifice in the cap
of the reaction cell, traverse two beam-defining orifices before entering the electron-
bombardment ionizer of the mass spectrometer where the 10ns are created by collisions of 20
eV electrons with the different molecules in the gas flow. The background pressures in the
vacuum chambers are sufficiently low to ehmunate significant scattening between molecules
trom the reacuon cell and background molecules 1n the vacuum chambers. The difterent nvz-
value 10ns are selected with a quadrupole mass filter and counted with an 10n counter. The
gas flow 1s modulated with a chopping wheel and only the modulated 10n signal is recorded.
The containment ume of gas in the reaction cell 1s a function of the orifice area, the free
volume within the reaction cell, and the characteristics of the flow of gas through the orifice.
For the reaction cell used in the exnenments, the time constant for exhausting gas from the
cell is small (~3 7 <oc) compares o tiic duration of the experiments ( >~1000 sec). Note that
the containment u.ne of gas within the reaction cell 15 short once the gas molecules are in the
free volume of the cell, but it may be much longer if the gas 1s trapped in the condensed-phase
of the material within the cell. For reactions in the liquid phase, such as those with RDX. the
lighter molecular weight gases (i.e., N2O) will be released from the liquid rapidly whereas for
reactions that occur 1n the solid phase even these lower molecular weight gaseous products
may be trapped for longer periods of time.
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degree of safety when subjected to abnormal environments such as fire. Third, an
understanding of the molecular processes that control the response of energetic materials to
these various stimuli will provide insight into the molecular properties that control the relative
stability of these materials. This, in turn, will provide guidance for the synthesis of new, more
stable, energetic materials. Thus, the goal of our work is to understand how the molecular
confcrmation, physical properties and molecular structure affect the thermal decomposition
processes in energetic materials.

Since RDX and HMX are two cyclic nitramines used extensively in explosive and
propellant formulations, our initial work!4 has focused on understanding the decomposition
mechanisms of these two materials in the solid and liquid phases. To extend our knowledge
of cyclic nitramine decomposition, we are currently studying the decomposition of an
intermediate formed during the decomposition of RDX and several other cyclic nitramines
with molecular conformations and physical properties different from RDX and HMX. In this
paper we present the following: a summary of the thermal decomposition pathways for RDX
in the liquid and solid phases; the results from our studies on the thermal decomposition of
liquid-phase HMX, hexahydro-1-nitroso-3,5-dinitro-s-triazine (ONDNTA) (I1I), 1,3,5-
trinitro-1,3,5-triazacycloheptane (TNCHP) (IV), and 2-oxo-1,3,5-trinitro-1,3,5-
triazacyclohexane (K6) (V); a comparison of these results with those of RDX.
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EXPERIMENTAL
, escriation

The simultaneous thermogravimetric modulated beam mass spectrometry (STMBMS)
apparatus is used to conduct the thermal decomposition expenments. The apparatus and the
basic data analysis procedure have been described previously.5- This instrument allows the
concentration and rate of formation of each gas phase species 1n a reaction cell to be measured
as a function of time by correlating the 10n signals at different m/z values measured with a
mass spectrometer with the force measured by a microbalance at any instant. In the
experimental procedure, a small sample ~10 mg) 1s placed 1n an alumina reaction cell that is
then mounted on a thermocouple probe that 15 seated in a microbalance. The reaction cell is
enclosed 1n a high vacuum environment ( < 10°° torr) and 1s radiatively heated by a bifilar-
wound tungsten wire on an alumina tube. The molecules from the gaseous mixture in the
reaction cell exit through a small diameter (0.0025 cm in these experiments) orifice 1n the cap
of the reaction cell, traverse two beam-defining orifices before entenng the electron-
vombardment ionizer of the mass spectrometer where the 1ons are created by coliisions of 20
eV electrons with the different molecules 1n the gas flow  The background pressures 1n the
vacuum chambers are sufficiently low to eliminate significant scattening between molecules
from the reaction cell and background molecules 1n the vacuum chambers. The difterent ny/z-
value 10ns are selected with a quadrupole mass filter and counted with an ion counter  The
gas flow 1s modulated with a chopping wheel and only the modulated 10n signal 1s recorded.
The containment ume of gas in the reaction cell 1s a function of the orifice area, the free
volume within the reaction cell, and the charactenstics of the flow of gas through the orifice
For the reaction cell used 1n the evnenments, the ume constant for exhausting gas from the
cell 1s small (~3 7 cec) compareu .o vise duration of the experiments ( >~1000 sec). Note that
the containment u.ne of gas within the reaction cell 1s short once the gas molecules are 1n the
free volume of the cell, but it may be much longer if the gas 1s trapped 1n the condensed-phase
of the material within the cell. For reactions in the liquid phase, such as those with RDX. the
hghter molecular weight gases (1.c., N20) will be released from the liquid rapidly whereas for
reactions that occur in the solid phase even these lower molecular weight gaseous products
may be trapped for longer periods of time.
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Sample preparation.
The cyclic nitramines used in the experiments were prepared according to previously

published methods for ONDNTA,” TNCHP,8 and K6.9 The K6 sample was obtained from P.
Pagoria of LLNL. The samples were characterized by NMR and IR measurements.

Data analysis.

The data analysis procedures used for identifying the ‘varolysis products and determining
their rates of formation have been described previously.3-6.10  For the qualitative comparisons
of the differences in the decomposition behavior between RDX and HMX, TNCHP, and K6
only the temporal behaviurs of the ion signals associated with the various decomposition
products, and not the gas formation rates for each product, are presented in this paper.

RESULTS AND DISCUSSION
Our previous work has examined the decomposition of HMX in the solid phasel-2and

RDX in both the solid and liquid phases.34 For RDX decomposition in the liquid phase, we
have found that it decomposes by the following four reaction pathways:

OST + Hzo + NO + NOZ P1)
NO, + HXCN + 2N,O + 2CH,0O (P2)

RDX
o ONDNTA —— N,0 + CH;C + other (P3)

%
%
N20 + CHzO + NOZ + NHQ_CHO (P4)

Reaction pathway P1 is first order in RDX and accounts for approximately 30% of the total
decomposition. Using 2H, 13C, 15N, and 180 isotopic analogues of RDX in isotopic
scrambling and deuterium kinetic isotope experiments (DKIE), we have shown that oxy-s-
triazine (OST) is formed directly from RDX and hydrogen atom transfer is involved in the
rate determining step. The other products formed in this reaction path are NO, H,0, and
NO,. This reaction pathway involves the elimination of HONO, leaving the RDX ring intact.
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Reaction pathway P2 is aiso first order in RDX and accounts for approximate!v "~ of the

total decomposition. In this pathway the C-N bonds of the i\Da maiccule eventually rupture,
leading to the formation of N20 and CH20. However, this does not necessarily imply that
C-N bond rupture is the first step in this thermal decomposition pathway, since N-N bond
rupture {ollowed by subsequent bond breaking of the resuiting radica: is also consistent with
our results.




16

Reaction pathway P3 invoives the decomposition of RDX via a mononitroso-RDX
(ONDNTA) intermediate (VI). Decomposition via this pathway accounts for approximately
30% of the total decomposition. CH20 and N20 are major products formed via the
ONDNTA intermediate during the decomposition of RDX.

Reaction pathway P4 involves the autocatalytic decomposition of RDX and accounts for
approximately 30% of the total RDX decomposition. The main decomposition products
formed via this channel are also CHpO and N7Q. Although the catalyst has not been
identified, possible candidates for the catalyst include several amides (i.e., formamide and N-
methylformamide) and the polyamide residue that forms during the decomposition of RDX.
The details of reaction pathway P4 are the least wel! characterized of the four pathways.

Summary of RDX Results

To compare the decomposition pathways of the other cyclic nitramines with those of RDX,
we first summarize the RDX results. The decomposition pathways of RDX were determined
from both the extent of isotope crossover and deuterium kinetic isotope effect (DKIE) in
experiments with isotopically labeled analogues of RDX and the temporal behaviors of the
gas formation rates of the decomposition products as shown in Figure 1 (additional results
may be found in References 3 and 4).

For all of the decomposition products, the gas formation rates rise rapidly as the sample melts
at 200°C. For OST, the rate of gas formation rises rapidly as the sample melts and gradually
decreases as the RDX sample is depleted. This is characteristic of reaction pathwzy P1. For
ONDNTA, the gas formation rate gradually increases as the sample is depleted. This
behavior is due to the increasing vapor pressure of ONDNTA in the reaction cell which in
tumn is due to the increasing mole fraction of ONDNTA in the sample as the decomposition
progresses. The temporal behavior of ONDNTA characterizes reaction pathway P3. For N-
methylformamide (NMFA), the gas formation rate also gradually increases as the sample is
depleted. This behavior is also characteristic of the other formamides formed during the

Gas Formation Rate (moles/s x 1010)

Temperature ( °C)
Figure 1. Contributons of the four pnmary dccomposition pathways to the vanous products formed
during the thermal decomposition of pure RDX. The bold hinc (e=mes) 10 all of the graphs rcpresents
the total contribution from all of the reaction channels  The bold hine (wmee) 1n OST represents the
* .zouulion by reaction pathway P1. The thin dashed ( — — ) hines shown in N2O. CH20. NO», and
N1:2CHO represent the contributions from reaction pathway P2, The bold dashed lincs (m  we )
represent the contribution from the ONDNTA decomposition pathway P3. The thin solid lines

( ) that peak near the highest temperature correspond 1o the contribution from the catalytic
dccomposition pathway P4. The calculated rate of formauon of CH,0 is equivalent to the rate of
formation of N20O. The difference between the calculatcd and measurced rates of formation of CH20 is
due to its reaction within the sample cell.
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decomposition. The rates of gas formation shown for N2O, CH20 and NO; have temporal
behaviors that are due to contributions from three of the RDX decomposition pathways. The
contribution that increases rapidly as the sample melts and falls off gradually as the sample is
depleted arises from reaction pathway P2. The contribution that peaks midway during the
decomposition (bold dashed line in Fig. 1) arises from the decomposition of the ONDNTA
termediauw in reaction pathway P3. Finally, the contribution that increases gradually during
the decomposition and peaks just prior to complete depletion of the sample is characteristic of
the catalytic reaction pathway P4.

Liquid-Phase Decomposition of HMX

Comparison of the liquid-phase decomposition of HMX to that of RDX will show whether
decomposition pathways similar to RDX control the decomposition of HMX or whether the
higher melting point of HMX and its decomposition in the solid phase prior to melting alter
its decomposition mechanism. The liqv:d-phase decomposition products from HMX that are
observed in our experiments include: H2O, HCN, CO, CH»0, NO, N20, NO,, formamide,
NMFA, N,N-dimethylformamide, and ONTNTA (VII). In addition, we observe ion signals at
m/z values of 70 and 97. Experiments with 2H, 13C, and 15N isotopically labeled HMX
analogues have shown that the 10n signals at these two myz values correspond to 10ns with
formulas of C2N2H»0 (70) and C3N3H30 (97). For RDX, the 10n signals at m/z values of 70
and 97 both arise from the OST decomposition product. However, for HMX, differences in
the relative intensines of these two ions, 1n addition to differences in their temporal behaviors
in the HMX experiments, show that they arise from two different decomposiuon products
These 10n signals clearly arise from thermal decomposition products that are similar to the
OST formed during the decomposition of RDX. However, without ume-of-fight (TOF)
velocity-spectra measurements of these ion signals, it is not possible to determine whether the
observed ion signals are molecular ions, and thus have the same formula as the thermal
decomposition products, or whether they are daughter 1ons formed from a decomposition
product with a higher molecular weight. In either case, the 10n signals at m/z values of 70 and
97 are associated with fragments from the HMX ring formed in a manner similar to reaction
pathway P1 for the RDX decomposition.

The results shown for the decomposition of HMX in Fig. 2 are consistent with the four
decomposition pathways found for the decomposition of RDX. A reaction pathway similar to
reacton pathway P1 for RDX produces the HMX-ring fragments that are charactenzed by the
10n signals at myz values of 70 and 97 shown in Panel b of Fig. 2. These two 10n signals first
appear when the HMX sample liquefies at approximately 276°C and their signal strength
decreases as the HMX sample 1s depleted. This behavior 1s similar to that observed for OST
formed 1n the decomposiion of RDX

The temporal behavior Jf the 10n signals formed from the monomtroso HMX analogue,
ONTNTA. (shown in Panel ¢ of Fig. 2) is similar to the temporal behavior of ONDNTA
observed in the liquid-phase RDX decomposition  Note the increase in the amount of
ONTNTA associated with the vertical arrow on the nghtin Fig. 2. This behavior 1s simular to
that observed for ONDNTA during the decomposition of RDX . One significant difference
U 2en the behavior of the monomitroso product in the decomposition of HMX compared
Wit . .. decomposition of RDX 1s that a much larger amount of ONTNTA 15 released from
the HMX sample before it hquefies. As can be seen trom Fig. 2. the size of the 1on signal
associated with the ONTNTA product does not show o sigmificant increase as the sample
liquefies. This indicates that the decomposiion of HMN to 1ts monomiroso analogue 15 a
major decomposiuon pathway in the solid-phase  This 18 sinilar to the results found tor the
decomposinon of RDX 1n the solid phase except. that at the higher temperatures associated
with the decompositon of HMX. the reacuon rate 1or tne termation of ONTNTA 1y greater
and a larger fraction of the HMX sample has decomposed via a reaction pathway similar to
pathway P3 prior .o the hquefacuon of the HMX sample

The temporal behar -~ - Hf the 10n signals assoctated with the CH20 and NaO tormed
doms L decomposi. « of HMX after its hquetacuon have the same broad type of peaks
that were observed for these products in the decomposition of RDX. Both of the 1on signals
associated with these products show a rapid increase as the HMX hquefies and an 1nitial peak
that is correlated with the ion signals associated with the products formed trom the ning of the
HMX molecule. The CH20 and N20 formed later in the decomposiion appear to be
correlated with the ONTNTA product and also display a temporal behavior that is
charactenstic of an autocatalytic decomposition channel simufar to pathway P4 for RDX
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Figure 2. lon signals associated with various thermal decomposition products formed during the
decomposition of HMX as the sample melts. The sample melts at 276°C. The signal associated with
thermal decomposition fragments formed from the ring (b) only appear in significant quantities as the
sample melts. Other products associated with this pathway are indicated by the vertical arrow. on the
left. After the sample melts a second set of products that peak later in the decomposition is observed
as indicated by the arrow. on the right. These products are associated with the amides, such as the N-
methylformamide. This behavior is similar to that observed for RDX decomposition in the liquid
phase. However, in contrast to the decomposition of RDX, substantial amount of thermal
decomposition occurs prior to melting of the sample. Note the relatively large amount of the
mononitroso analogue of HMX (ONTNTA) observed prior to meliing. The heating rate is 2°C/min.

The initial increase in the CH20 anad N2O signals after the HMX sample liqueties is aiso
similar to that observed in the decomposition of RDX and associated with decomposition via
reaction pathway P2. From the relative s.ves of the ion signals associated with the CH20 and
N20 products compared to those associate. with the HM ring fragment ion signals at m/z
values of 70 and 97 this would suggest that the relative amount of HMX that decomposes by a
pathway similar to P2 compared to pathway P1 is greater for HMX than for RDX. In light of
the fact that the decomposition of HMX occurs at a temperature about 70°C greater than
RDX, the behavior of CH;0 and N2O tends to suggest that reaction channel P2 may become
more dominant than reaction pathway P1 at higher temperatures. However, it is also possible
that the increase of the CHO and N,O signals after the HMX sample liquefies is due to an
increase in the decomposition rate of ONTNTA, formed in the solid-phase decomposition.
Without further quantification of the HMX results, it is rot possible at this time to determine
exact relative decomposition rates of the various HMX decomposition pathways.

Relative Stabilities of RDX, HMX, OND an

The relative rates of formation of the major thermal decomposition products formed from
RDX, HMX, ONDNTA., TNCHP atd L. ar= shown as a function of temperature in Figure 3.
Both RDX and HMX utcompose slowly in the solid phase and exhibit a rapid increase in the
decomposition rates upon melting. In comparison to RDX and HMX, both ONDNTA and
TNCHP do not undergo the same rapid increase in the decomposition rate upon melting as
illustrated in Fig. 3. For ONDNTA, this may be due a slower decomposition rate at the
temperature associated with its lower melting point of 168°C. As ONDNTA melts there is
already evidence of decomposition. The entirce ONDNTA sample has decomposed below
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200°C (below the melting point of RDX). TNCHP, on the other hand, is quite stable in the
liquid phase. TNCHP melts at ~170°C but it does not show the first evidence of
decomposition until ~205°C and only starts to decompose at more rapid rates above 240°C.
Its decomposition behavior clearly differs from RDX and HMX.

The replacement of a methylene group in RDX with a keto group makes the resulting K6
compound less thermally stable as can be seen from Fig. 3. K6 starts to decompose at ~150°C
and kas undergone complete decomposition by 180°C. K6 appears to decompose below its
nominal melting point (180°C), although such extensive decomposition below 180°C suggests
that its melting point is uncertain. Consequently, we do not know at present whether K6
decomposes in the solid or liquid phase. However, it is clear that K6 is the least thermally
stable cyclic nitramine ot those used in the present study.
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Figure 3. The ion signals associated with various decomposition products formed during the
decomposition of RDX, HMX, ONDNTA, TNCHP, and K6. The heatung rate for each expenment
was 2°C/min. The ion signals are related to the gas formation rates of each decompasiuon product by
an undetermined mass spectrometer sensitivity factor. Thus, the ion signals represent only the
temporal behavior of each decomposition product and not their relative rates of formation.

Thermal Decomposition of ONDNTA

The thermal decomposition of ONDNTA is a complex process that also occurs via multiple
pathways. The results presented in this paper cover our initial analysis of the thermal
decomposition of ONDNTA and are used to show the qualitative behavior of the
decomposition of ONDNTA. Quantification of our results requires further expenments and
analysis and will appear at a later date.

The mass spectrum of ONDNTA has been presented previously,!! At 20 eV, the major
ion siguals are CoHgN+ (m/2=42) and CoH4N2(NO)NO3+ (m/z = 132). The mass spectrum of
ONDNTA differs from RDX in that the ONDNTA forms most of its daughter ions by loss of
fragments from the nng whereas RDX forms more of its daughter ions by loss of substituents
on the ring.

The products formed during the thermal decomposition of ONDNTA are determined from
STMBMS measurements that have been reported previously !! Two of the major products
formed are CH70 and N;O. An 1on signal measured at m/z=28 also onginates from a major
decomposition product that may be either N3, CO, or possibly C2H,,. The fourth major
product observed in the decomposition forms an ion signal at m/z=42 that has the formula
CoH4N+* and is associated with a thermal decomposition product with a molccular weight less
than 60 amu. Since it is less likely that the CoHgN radical 1s 2 major de.omposttion product.
formation of C2HsN by abstraction of a hydrogen atom may be a :nore rcasonable product
This species is consistent with the 10n signals at m/z = 43 from ONDNTA-ul and m/z = 4§
from ONDNTA-d6 formed during the decomposition. This type ~f ~ng fragment has not
been observed as a major product in the thermal dec~mposition 0. . ..r RDX or HMX.

Other products formed dunng the decomposiuon of ONDNTA include: H»0, HCN, NO,
NO; and HO..Q. Similar to the decomposition of RDX and HMX, three amides are also
observed (formamide (m/z=45), N-methylformamide (m/z = 58.59) and N.N-
dimethylformamide (m/z = 73)). Higher molecular weight products observed during the
decomposition include two species, CaN3H3 (m/z = 81) and C3N3Hg (n/z = 84), in which the
ONDNTA ring appears to remain 1ntact. Two other higher molecular weight species that




appea: during the decomposition are associated with the ion signals observed at m/z values of
85 and 132. Since the ONDNTA itself forms a large ion signal at m/z =132, it has been
difficult to determine the exact molecular weight of the thermal decomposition product that
leads to the signal at m/z = 132. If the molecular weight of the product is 132, this would
indicate that one of the decomposition pathways of ONDNTA involves elimination of
methylenenitramine (CH>=N-NO7). If C2H3N30* (m/z=85) is a molecular ion, then this
thermal decomposition product may be formed by the loss of HONO from CoH4N2(NO2)NO
(m/z=132) to form a species such as CH»=N-CH=N-NO. Further TOF velocity spectra
measurements and analysis will provide more conclusive findings on these species.

The temporal behaviors of the ion signals associated with the ONDNTA thermal
decomposition products are consistent with a multiple pathway decomposition mechanism.
Figure 4 shows the temporal behaviors of the ion signals associated with the major products
formed during an isothermal decomposition of ONDNTA-ul and ONDNTA-d6. In these
experiments the sample starts to decompose as it is heated to its isothermal temperature. For a
first order reaction in ONDNTA, one expects the ion signals arising from the decomposition
products to decrease as the sample size decreases once the sample reaches its isothermal
temperature. However, the CH20 and N2O signals continue to increase after the isothermal
temperature is attained. This behavior is similar to that observed in the decomposition of
RDX in that multiple pathways control the decomposition. This behavior is supported by the
temporal behaviors of several ion signals associated with the other decomposition products.
As can be seen from Figure 4, the product associated with the ion signal at m/z = 132 appears
to be first order in ONDNTA since the signal decreases as the sample is depleted. On the
other hand the product associated with the ion signal at m/z =85 slowly increases as the
sample is consumed and peaks just before the sample is depleted. Temporal behaviors similar
to m/z = 85 are observed for the amide products. The product associated with the ion signal
at m/z = 132 may originate directly from a unimolecular decomposition of ONDNTA,
whereas, the amides and the products associated with the m/z = 85 signal may arise through
cither an intermediate or an autocatalytic pathway. As shown in Figure 4a to 4c, the CH,0
and N20 products, along with several lighter products, have temporal behaviors that increase
as the sample size decreases and thus probably arise from both a first-order pathway and an
intermediate or autocatalytic pathway. .

The effect of hydrogen transfer in the rate limiting step of the different decomposition
pathways is illustrated by the ion signals associated with the CH>O and N2O products shown
in Figure 4a and 4d. In contrast to the temporal behaviors of the CH20 and N2O signals
measured during the decomposition of ONDNTA-ul, the CD20 and N,O signals measured
during the decomposition of ONDNTA-d6 show a fall off as the sample size decreases and is
indicative of a first order reaction in ONDNTA. This indicates that the reaction rate of the
intermediate/autocatalytic decomposition channel of ONDNTA is much slower for
ONDNTA-d6 than ONDNTA-ul, and thus, the intermediate/autocatalytic channel exhibits a
very strong DKIE.

One other interesting feature observed in the decomposition of ONDNTA is the evolution
of N20 and CH;O as the sample is heated but prior to melting. These peaks occur in the
CH20 and N0 signals between 800 and 1500 seconds in Figure 4a and 4d, and evolve over a
temperature range from 120 to 170 °C. Contamination of the original sample has been
climinated as an explanation for this peak. Details of the mechanisms controlling each of the
decomposition pathways of ONDNTA require a more detailed examination of the ONDNTA
data, which is currently underway.

Thermal decomposition products from TNCHP

TNCHP is more stable in the liquid phase than either RDX or HMX. The major products
formed 1n its decomposition are CH,0 and N7O. Products formed to a lessor extent include:
H0, HCN, NO, and NO3. Ion signals, representing other dccomposition products, are also
observed. Further measurements utilizing deuterium labeled TNCHP and TOF velacity
spectra are underway to determine the 1dentity of the thermal deean sesition produce., wading
to these other 1on signals. The temporal behaviors of the major 10n signals are shown in
Figure 5. These results illustrate the increased thermal stability of TNCHP in the liquid phase
compared to RDX. The 1o0n signal at m/z = 146 1s analogous to the ion signal at m/z = 132
that arises from ONDNTA. Thus, the 10n signal at m/z =146 most likely arises from the
mononitroso analogue of TNCHP.
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Figure 4. lon signals associated with thermat decomposition products from ONDNTA. Signals in
panels a, b and ¢ are from unlabeled ONDNTA and signals in d, ¢ and f are from ONDNTA-d6. The
signals in the left shaded porntion of the graphs were recorded during the thermal ramp of the sample
and the right shaded portions were recorded at the isothermal temperature listed on each graph. The
large osciliations in the ion signals at m/z values of 132 and 136 is due to the large correction factor
that was used to subtract the contribution from evaporating ONDNTA at these two m/z values.
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Figure 5. Ion signals associatcd with the products formed during the thermal decomposiuon of

TNCHP. The heating rate is 2 °C/mun,

In isothermal experiments with TNCHP, the temporal behaviors of the ion signals
associated with the decomposition products from TNCHP are indicative of several parallel
reaction pathways. The temporal behaviors of several of the products are illustrated in Figure
6. lon signals associated with processes that are approximately first order in TNCHP are
represented by the signals for NO and NO2 in Fig. 6 and also include signals that represent
HCN. lon signals associated with intermediate products formed during the thermal
decomposition are found at m/z values of 55, 84, 130, and 146. The 10n signals at m/z values
of 55, 84 and 130 have temporal behaviors similar to that of 146, which probably represents
the mononitroso analogue of TNCHP. This suggests that the ion signals at m/z values of 55,
&4 and 130 may be 10n dissociation products of the TNCHP mononiroso analoguc. TOF
velocity spectra signals at these m/z values will resolve whether these signals are ion
dissociation products formed in the mass spectrometer or whether they anse from additional
thermal decomposition products.

A stable product, similar to the formation of OST in the decomposition of %%, is not
observed in the thermal decomposition of TNCHP. This s.abuiity 10 form a decomposition
product by stabilizing the nng of the cyclic nitramine may lead to the increased thermal
stability of TNCHP.
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Figure 6. Ion signals associated with the thermal decomposition products from TNCHP. The region
in the left shaded pancl is the heating portion and the right shaded panel is the isothermal portion of
the experiment. The ion signals representing NO and NO7 appear to be approximately first order in
liquid-phase TNCHP. The ion signals at m/z values of 130 and 146 are associated with an
intermediate formed during the thermal decomposition. The ion signals associated with CH»O and
N70 probably originate from pathways associated with both the first order process and the
decomposition of the intermediate.

Thermal decomposition products from K6

The decomposition of K6 is quite different from the other cyclic nitramines used in this
study. In addition to its lower thermal stability, K6 also produces fewer and simpler
decomposition products. The decomposition products from K6 are mainly CH20, N2O and
CO3, with minor contributions from HCN, CO, NO and NO3. Unlike the other cyclic
nitramines used in this study. K6 does not form any amides, mononitroso analogue, or
residue. The temporal behaviors of the products formed during the decomposition of K6 are
shown in Figure 7.
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Figurc 7. lon signals formed in the mass spectrometer from products formed dunng the thermal
decomposition of K6.

The decomposition of K6 may be imuated by attack of one of the NO» oxygen atoms on
the keto group carbon atom leading to the initial elimination of CO» and followed by the rapid
transformation of the remaining fragment into CH20 and N>O. The rate of decomposition of
K6 through this imtial four center C-N-N-O complex would appear to be competinve with N-
NO2 bond breaking 1n that no monomitroso analogue or amides are cbserved in the
decomposition of K6.

SUMMARY

Through the use of measurements of the temporal behaviors of the gas tormation rates of
.. products formed durning the thermal decomposition of RDX and the analvsis of results
trom DKIE and isotopic scrambling experntments with the 2H, 13C, I5N, .2 % labeled
analogues of RDX., we have previously determined that four different pnimary reaction
pathways control the decomposition of RDX. These pathwavs consist of 1) the unimolecular
decomposition of RDX to form oxy-s-tnazine (OST) through HONO and HNO ehinmnation,
2) the ummolecular decomposiion of RDX via the N-NO» bond breaking step with the
subsequent unraveling of the RDX ning, possibly through the methylenenitramine
intermediate, to form N2>O and CH20, 3) the conversion of RDX 1o 1ts monomtraso analogue
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ONDNTA followed by the subsequent decomposition of ONDNTA 1o predominantly N2O
and CH70, and 4) the catalytic decomposition of RDX by some catalyst formed from the
RDX decomposition products. The products associated with the formation of OST exhibit a
DKIE and the OST itself shows no evidence of isotopic scrambling of any of the elements in
the molecule. Consequently, it appears that the formation of OST involves an intra-molecular
hydrogen transfer step that controls the decomposition of RDX in this channel. Just as
importantly, the CH,0 and ONDNTA products do not exhibit a DKIE and thus indicate that
the products produced through the channels associated with these products do not involve
transfer of hydrogen in the rate limiting step.

Through examination of the temporal behaviors of the ion signals associated with the
thermal decomposition products from HMX in the liquid phase, it was found that the
decomposition of HMX also occurs by multiple decomposition pathways. lon signals
associated with fragments of the HMX ring are observed for the thermal decomposition of
HMX in the liquid phase. No molecular ion of an HMX decomposition product that is
analogous to OST formed in the decomposition of RDX is observed. The temporal behaviors
of several of the HMX decomposition products are approximately first order in HMX,
indicating that pathways similar to pathways 1 and 2 observed in the decomposition of RDX
are also present in the decomposition of HMX. The mononitroso analogue of HMX,
ONTNTA, and its associated decomposition products are also formed during the
decomposition. This behavior is similar to that of RDX. In addition. ONTNTA is formed in
significant quantities in the solid phase of HMX prior to melting.. However, since HMX
melts at a temperature approximately 80 °C higher than RDX, more solid-phase
decomposition occurs in HMX. Finally, several amides and a residue are also observed in the
decomposition of HMX.

Through examination of the temporal behaviors of the ion signals associated with the
thermal decomposition products from ONDNTA, the mononitroso analogue of RDX, and its
deuterium labeled analogue. it was found that it also decomposes by multipic decomposition
pathways. The major products formed in the decomposition of ONDNTA include CH20,
N0 and a lower molecular weight product that forms C2HsN+ in the mass spectrometer and
whose exact identity has not yet been determined.. Several 10n signals are associated with
decomposition products :hat exhibit approximately first order behavior mn liquid-phase
ONDNTA. One higher molecular weight product that exhibuts this first order behavior is
associated with the ion signal at m/z = 132. One component of the jon signals associated with
the CH20 and N>O products 1s associated with this first order process.  Another
decomposition pathway exhibits avtocatalyuc behavior and has a large deutennum kineuc
1sotope effect. The resutts on the thermal decomposition of ONDNTA are consistent with the
behavior of the ONDNTA 1ntermediate formed 1n one of the RDX decomposition pathways
The present results on the aecomposition of ONDNTA show that more complicated pathways
control 1ts decomposition than assumed 10 its patnway tor RDX. The decomposition behavior
of ONDNTA formed as the intermediate in the decomposition of RDX may actually play a
role in the more complicated chemistry associated with the autocatalytic pathway in RDX.

The decomposit:on of TNCHP and K6, two other cyvelic mtramine compounds with
molecular conformations similar to those of RDX. has shown the effect of different molecular
conformations on the vanous decomposttion pathwayvs. Of the tour cyvelic mtramines studied.
RDX. HMX. Ko, and TNCHP. only TNCHP shows sigmficant stabihty atter melung, Qur
initial results on the gecomposition of TNCHP saow several products that exhibit a temporal
behavior that 1s first oraer in iriquid- phase TNCHP. However. there 1s no evidence ot any
product formed 1n the aecomposition of TNCHP that 1y simuar 1o either QST tormed i the
decomposition of RDX or the nng tragments tormed 1n e aecomposition of HMN - This
mability to form & stabie product with the g 1rom e Cveie MIramine MLt may account
tor the increased stabiny of TNCHP 1 the nquid pnase ‘Tnere dre several on signals
assocated with decomposition products from TNCHP mat inaicate that TNCHP also omms o
mononitroso intermediate that controls one of the decomposiion patnwavs This 1s simadar to
both RDX and HMY esults show that the thermal stabiiny of Ko s much tess than the

b+ & e compouna e thermal decomposinon of Ko praduces oniv CH>O. N, and
CO» with munor amounis of HON, CO. and NO> Quanitatnve.y. the decomposition pathways
of Ko appear to be less complex than those of RDXLHMX and TNCHP
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MOLECULAR COMPOSITION, STRUCTURE, AND
SENSITIVITY OF EXPLOSIVES

CARLYLE B. STORM AND JAMES R. TRAVIS
Explosives Technology and Applications Division, Los Alamos National Laboratory,
Los Alamos, NM 87545

ABSTRACT

High explosives, blasting agents, propellants, and pyrotechnics are all metastable relative to
reaction products and are termed energetic materials. They are thermodynamically unstable but
the kinetics of decomposition at ambient conditions are sufficiently slow that they can be
handled safely under controlled conditions. The ease with which an energetic material can be
caused tc undergo a violent reaction or detonation is called its sensitivity. Sensitivity tests for
energetic materials are aimed at defining the response of the material to a specific situation,
usually prompt shock initiation or a delayed reaction in an accident. The observed response is
always due to a combination of the physical state and the molecular structure of the material.
Modeling of any initiation process must consider both factors. The physical state of the
material determines how and where the energy is deposited in the material. The molecular
structure in the solid state determines the mechanism of decomposition of the material and the
rate of energy release. Slower inherent reaction chemistry leads to longer reaction zones in
detonation and inherently safer materials. Slower chemistry also requires hot spots involved in
initiation to be hctter and to survive for longer periods of time. High thermal conductivity also
leads to quenching of small hot spots and makes a material more difficult to initiate. Early
endothermic decomposition chemustry also delays initiation by delaying heat release to support
hot spot growth. The growth to violent reaction or detonation also depends on the nature of the
early reaction products. If chemical iniermediates are produced that dnve further accelerating
autocatalytic decomposition the initiation will grow rapidly to a violent reaction.

In ion

The relationship between the constitution of an organic explosive and the sensitivity and
performance of the material is a question of long standing interest. The subject was first
reviewed in 1944.! It was demonstrated early in the systematic invesugation of high explosive
properties, using homogeneous mixtures of liquids of continuously varving oxygen balance.
that power, detonation velocity, brisance, and sensitivity all increase as the oxygen balance
moves towards a product composition of carbon dioxide and water. and then decreases as the
explosive becomes overly oxygen rich.1.2 In the late 1950s Kamlet and coworkers began a
series of studies that related molecular composition and structure 1o impact sensitivity*-¢ in a
wide variety of organic explosives. A major interest in these studies was to identify “trigger
linkages” in molecular structures so as to avoid kinetically labile structural components in
future syntheuc efforts. A variety of other investigations have studied the effects of such
parameters as bond polanties, molecular composition, electronegativity  and early
decomposition chemistry7-2} on sensitivity.

Sensitivity Testing

The sensitivity of an energetic material is always defined relative 1o a particular test. The
test may be designed to give information about a particular hazard situation or to provide more
general information implying how ¢! :rgetic material will behave over a wider range of
conditions. T:.. arc amed out to measure the explosives response to energy mnput from
shock, impact. thermal, friction, and electrostatic discharge sources. The number of materials
that have been tested under the different categories and how well the tests are characterized
varies widely. Shock mitiation tests are expensive and require relauvely large amounts of
material. The shock initiation tests tend to be well characterized but relatively few matenals.
either pure compounds or formulauons, have been tested. Drop-weight-impact testing 1s
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65t
90°¢-
LoeL-

A2

(24

£6°G-

6v'v-

16y~
(A
68's-

01'9-
$T'9-
68'9-
@/

voey PHV

0sS V1T
ocE6E-
0909

ocV v9-

0£S'8C

wS'89

ocC'bS1-

0sl 86"
UL

wl'LE-

s A
wy'eT
ol 6

(sjowy/py)
Iuv

‘spunodwod pajeyas pue saarsojdxa suazuaqoniuioune jo satuadoid awog [ aqe]

oe9L'1
ogCl’l
0061

0eS9°1

og6L’1

[ TAZ A

ocgb6’l

och8’1
or9L'1

0v89°1

9zC8'1
eell’l
£c66°1

(gways)
Ansusq

tL
9¢1
0s

8S1

cel
S8

00S

174
LLl
001

X4
St
[4!

(wd)'suag
uNuuuﬂsm

0eS'9C
9z6'81
0c0°9¢

0e0°1T

97269

9z6'vC

ocl'6C

0£6°'ST
IRZA L4

1vC'CC

oz1°0t
wS'SE
wl'ly

(edD)
f U&

0g9C L
0£S8°9
0g6¥’8

096’9

ovoV'L

9zly'L

ovb6’L

opl9'L
ovCt’L

ovlT'L

9z0'8
wel’s
EL’6

(sTww)
g

9-1 pioe JUdLg

L1-1  awend wnuwounuy

1 ugxoInjozuag
¢ LNL
unep

€€-1  -lAusydiqorruexay
6¢-1 [Auaydiqoui:: "xay

suazuasqonum
8I-1 -9'p'z-oururetn-g e’

suazusqorum
Si-1 -9'p‘z-ounwmers-¢*|

¢l apiur g
S-1 aUSZUIqONULLL
auszuaq

€1 -ONUeNN-GH 'L
t-1 autpiueoniueiudg
1-1 2UAZUIGONIULXIH

peloquInN

punodwo) ANNO4INOD




27

relatively simple and uses a small amount of material. However the important characteristics of
the test are not understood, it exists 1n a bewildering vanety of forms, and relies on different
indicators for go/no-go responses. This test has been used to examine by far the largest variety
of pure high explosive compounds and formulated matenals. A summary of the LANL Type
12 impact results for 258 compounds drawn from 14 different structural classes has been
published.2! A compilation of Navy small scale gap test data for 52 pure materials and
formulations has also been published.??

Any effort to understand structure/composition effects on sensitivity must draw upon the
sensitivity testing literature for a data base. The results of any sensitivity test are affected by
the phys-cal structure of the material (macrostructure of grain size, hardness, crystal structure
that can ead to topotatic reactions, etc.)23.2% and the molecular structure of the material in the
solid state (chemical mechanism of decomposition and rate of heat release).2!-24 In order to
understand the role of molecular structure and composition in sensitivity one must deconvolute
these difterent contributions to ¢ narticular test. In order to do this you will have to model the
physical effects involved and the chemical kinetics of the decc.aposition under the conditions
of the test. Success in modeling these diverse tests will move us away from a go/no-go
probabilistic basis, provide insight into the Zominate physical and chemical factors controlling
the test result, and permit more deterministic (as opposed to probabilistic) testing methods to be
developed.

Initiation and Pronagation

The material properues of the high explosive profoundly affect the initianon and
propagation of a detonation, a result of the intimate interaction of fluid mechanics and
chemistry. The initiation process is driven by the localization of energy in hot spots by the
shock. Hot spot formation is a comphlicated 1nteraction of mechanics and chemusiry
Mechanical action, such as crushing, void collapse. local shock interactions, and jet formanon
heat the explosive initiating decomposition. Whether the resulting reaction will build up to
detonation is determined by the balance between the energy generated in the hot spot (rate of
chemical decomposition), the rate of heat dissipation through thermal diffusion®$ (smail hot
spots), and the rate of quenching?® by rarefacuons (larger hot spots). The questions of particle
size distribution and reaction rates in shocked material. including TATB. have been considered
by various 1nvestigators.~’

Other sensitivitv tests relving on impuct. electrostate discharge, or thermal 1gnition sources
are less well charactenzed than the sheck imuation  The balance between energy productior
and energy loss 1 thermal imtianon*” was detined some ume ago by Frank-Kamenetshin (FK
and remains the basis for the analysis of most mmbanon prenomena. If vou can model the
extert of localizanon of energy. which will give vou a local temperature, the FK approach will
indicate whether the local hot spot will grow or decuy

A complete mathemancal deseniption of an intianon, propagation. or detonatnon must have
the equations of motion. the equaton of state of the materwal and reaction products, and the hea:
release rate (progress variable). In principle. we must know the chemical kinenes of the
reaction process to get the heat release rate Most modcels now m use have a single Arrhenius
rate parameter to model complex chenustry  Current research on the chemisiry of energet..
maternials at high temperatures and pressures 1s providing o ghmpse of the possibilines™, bue
this 1s still a demanding research area for the tuture  Unnl exact quartitauve informatior
concerning the physical and chemical tactors myvorved 1 manon and propagation can b,
obtamed. the effects of composition and structure on sensun s are best judged by vananons v
behavior 1n a homologous senes of related compound«

TATB - A Paradigmn for an Insen<r . Hhigh Expiost,

1.3.5-Tnamino-2 4.6-tnnitrobenzene {TATB) was nirst prepared by Jackson and Wing i
1887.28 In the mid-1950's the U.S. Navy mvesngated TATB as a potential heat-resistan:
explosive. They established that the material had good explosive properties, was quite heat
resistant, and was extraordinarily msensitive. In the 19607 Los Alamos Scientific Laboratory
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began investigations of the possibility of using TATB as an insensitive high expiosive (IHE)
and extensive studies of the fundamental physical properties of the material. The x-ray crystal
structure determination?? for TATB showed that the material had a high density and unusually
strong intra- and intermolecular hydrogen bonding.

Since the intensive investigation of TATB began in the 1960s two proposals have been
consistently put forward relative to its extreme insensitivity. One is that TATB is a very
unusual outlier, insensitive due to a fortuitous combination of as yet unidentified properties.
The implication of this approach is that equally unusual outliers may well turn up in other
classes of explosives, such as nitramines or nitrate esters, if enough cornpounds are examined.
The second proposal ascribes the insensitivity to the hydrogen bonding in TATB. The
implication of this hypothesis is that one should synthesize materials with extensive hydrogen
bonding in the search for other IHESs.

The question of the performance and sensitivity of TATB is best examined in the context of
the properties of other substituted-nitroaromatic high explosives. In rable 1 we give a
selection of physical, performance, and sersitivity properties for the nitroaromatic and
aminonitroaromatic homologous series and several related compounds.

Table 2. A comparison of properties of TATB and HMX.

PROPERTY TATB HMX Ref,
Density (g/cm3) 1.938 1.905 30
Thermal conductivity (cal/cm s °C) 1x 103 7 x 104 31
Drop-weight impact (50% ht. cm.) » 320 33 30
Small scale gap test, NSWC, 16.5 2.0 21
(GPa @ 98% TMD) .
Failure diameter (mm) 9 1 32
Reaction zone thickness (mm) 6 0.1 26
Detonation velocity (m/s) 7.76 9.1 30
Gumey energy (MJ/kg) 1.1 1.6 30
Heat of detonation (MJ/kg) -5.02 -6.78 30

In Table 2 we compare the properties of TATB and cyclotetramethylenetetranitramine
(HMX). HMX is the highest performance explosive in use, TATB the most insensitive high
performing explosive in use. The detonation velocity of HMX is some 17% greater than that
of TATB, the Gurney energy 45% greater, and the heat of detonation 35% greater  One reason
that TATB performs as well as it does, given the relatively low heat of detonation, 1s 1ts
unusually high density. An atom additivity calculation predicts33 a density of 1.80 g/cm?, well
below the 1.94 g/cm3 observed. This large positive density deviation is a consequence of the
strong in-plane hydrogen bonding29 observed in the crystal structure. Without this high
density the performance of TATB would not be high enough for the material to be of any
practical interest. Even with this large positive deviation in density the material 1s still well
below HMX in all of the figures of merit for performance. However in all measures of
sensidvity TATB is vastly better than HMX.

Since HMX (mtramine) and TATB (mtroaromatic) are diawn from different structural
classes of organic high explosives any comparison of sensitivity to performance wnvolves
apples to oranges analogies. A comparison of TATB properties to materials drawn from a
related homologous series is given in Table 1. This comparison speaks to the qusstion of
whether TATB is an unusuai outlier in its sensitivity or whether it is behaving as a reasonable
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member of the series of compounds it belongs to. Earlier we defined?! an oxygen balance
related Sensitivity Index (SI), similar to that used by Kamlet.3-6 In Figure 1a we show how
the shock initiation in the NSWC small scale gap test of wrinitrobenzene34 (TNB)(S), picramide
(MATB)(12), 1,3-diamino-2,4,6-trinitrobenzene (DATB)(15) and TATB(18) vary at 90%
theoretical maxirum density (TMD) as a function of SI. For similar plots at 95% and 98%
TMD the series takes on a regular concave upward shape. In all cases TATB sits very much
where you would expect it to be based on its oxygen balance in this homologous series.

In Figure 1b we compare the drop-weight impact sensitivity of this same series (TNB,
MATB, DATB) plus hexanitrobiphenyldiamine (DIPAM)(33) and extrapolate the line to the
measured shock sensitivity of TATB. This estimates the drop-weight impact sensitivity of
TATB at about 500 cm. The machine used in the Type 12 impact sensitivity measurement only
extends to 320 cm. Thus the results are reported as »320 for any compound that gives no-goes
at the maximum height available on the machine. The estimate given by the comparison of the
shock initiation to the impact initiation for this series is quite reasonable. That the TATB gets
hot enough to react has been demonstrated by impact studies35 done on heat sensitive film.
Although reaction is initiated at a drop height of 320 cm it does not propagate to give a “go” on
the acoustic analyzer. In a similar manner if you plot the SI of the closely related series
TNB(5), MATB(12), DATB(15), TATB(18), DIPAM(33), and hexanitrobiphenyl(29) against
the impact sensitivities for the series the estimated value of 500 cm for TATB fits well and is
quite reasonable.

If you now extend that series to the more highly substituted polynitrobenzenes,
hexanitrobenzene (1), tetranitrobenzene (3), and pentanitroaniline (4), using the SI and impact
sensitivity of the first nine materials in Table 1, Figure lc, there is a sharp break in the
correlation at TNB(S). However, if you use the heat of detonation (AHy,,) as an index for the
impact sensitivity all of the related compounds fall on a single regression. This suggests that
the mechanism of decomposition of this series is similar or changes gradually as you move
through the series and that the ease of initiation and propagation is controlled by the rate of heat
release generated in the hot spots. Insight as to the early mechanism of decomposition of
TATB should provide information as to one aspect of :ts insensitivity. ’

Sharma and coworkers36-38 have investigated the shock and impact induced early
decomposition of TATB. They have observed several furazan and furoxan compounds
resulting from the cyclization of the ortho-aminonitro functional groups, Figure 2. There are
several interesting observations relative to the accumulation of these compounds. (a) The
furazans and furoxans represent explosives that are known to be or are expected to be much
more sensitive than TATB. For instance, the known §,7-diamino-4,6-dinitrofuroxan observed
in the shock induced decomposition has an impact sensitivity intermediate between TNT and
DATB. (b) The dehydration of the ortho-aminonitro functional groups to the furazan or
furoxan function is approximately thermochemically neutral. The formation of water is about
65 kcal/mole exothermic, the furazan or furoxan formation is about the same amount
endothermic. (c) The chemical reaction products are chemically benign. Typically an energetic
material will react by generating fuel and oxidizer by separate pathways which combine later to
provide the large, prompt, release of energy. Water has no further role to play in chemical
reactivity and the furazan, furoxan, or similar intermediate has to undergo further
decomposition 1o feed the appropriate pathways. This places a very effective neutral filier m
the decomposition mechanism. A mechanism of decomposition that involves a series of
consecutive reactions culminating in an explosive reaction is consistent with® the observatons
of Catalano and Rolon on the thermal decomposition of confined TATB. They observed four
separate stages to the evolution of the thermal decomposition. The culminating explosive
reaction is the result of the development of either chain and/or concurrent reactions.

The early reactions proposed in the shocl.- ¢ _att-induced decompostton of TATB are
disfavored by pressure, a, they .osult in the formation of multiple species. It has been
suggested by Rogers, based on solid state deuterium isotope effect studies on the thermal
decomposition, that the thermal degradation of TATB involves a positive activation volume.
Studies of TATB under high static pressure® in diamond anvil cells (up to 16 GPa) have
shown it to be very stable to pressure effects. The vibrational frequencies show an unusual
pressure dependence. ascribed to variations in th; NHy/NO2 coupling as the pressure
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increases. A facile photolytic reaction, which gives a green product, is strongly suppressed at
higher pressures.

Summary

TATB offers a number of useful lessons regarding the origins of chemical contributions to
insensitivity. It is a very insensitive material by any measure: shock, impact, or thermal
initiation. If viewed in the context of the homologous series to which it belongs, TATB
behaves very much as one would expect. The large decrease in sensitivity with each addition
of an amino group to the nitroaromatic ring is the result of several factors working together in
the same direction. The ortho-nitroamino functional arrangement favors the mechanism
involving furazan and furoxan intermediates. This thermochemically neutral path requires the
hot spot to “live” for a longer time before it gains energy from chemical decomposition and can
grow. Also the sequential nature of the decomposition requires the build up of reactive species
before chain and/or concurrent mechanisms leading to large heat release develop. The
increased hydroafcn bonding developed as you proceed through the homologous series from
TNB to TATB also probably increases the thermal conductivity markedly. This in turn aids in
quenching smaller hot spots. This increased hydrogen bonding is also responsible for the
sharp increase in density, 1.68 g/em3 to 1.94 g/em3, that takes place in the TNB to TATB
serics. The steady increase in performance combined with the remarkable decrease in
sensitivity through the series gives an ideal trend in explosives behavior.

Future Direct

The control of sensitivity in an energetic material lies largely in the kinetics of energy
release. The relcase must be rapid enough for initiation, propagation, and detonation to take
place, but slow enough to make the material safe to deal with under a wide range of conditions.
To build into one molecular system all of the of the possibilities for delayed release of energy is
a considerable challenge. TATB is remarkable in combining as many options as it does.
Using separate components in binary or more complex systems gives better opportunities for
favorable combinations. Blasting agents, combining ammonium nitrate, organic fuels, and
glass micro balloons to keep hot spot temperatures competent to promote detonation offer a
good example of the approach. The separation of the fuel and oxidizer into different phases
makes the combination inherently slow and gives long reaction zones. A possible approach to
inherently insensitive energetic materials is to use as diluents for high explosives?? materials
that are thermodynamically competent to be a high explosive but are not kinetically competent
to detonate under any readily achievable condition. For instance, melamine (C3HgNg, p = 1.57
g/cm3, AH¢ = -75.2 kJ/mole) calculates to support a detonation velocity of 6 km/sec. The
trihydrazine analog approaches 7 km/sec. The use of high density, high nitrogen, but not
detonable, admixtures to kinetically competent high explosives should provide materials
retaining high performance but having more favorable sensitivity characteristics.
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ENERGY TRANSFER DYNAMICS AND IMPACT SENSITIVITY

LAURENCE E. FRIED AND ANTHONY J. RUGGIERO
L-277, Chemistry and Materials Science Division
Lawrence Livermore National Laboratory

Livermore, CA 94550

ABSTRACT

In this paper we focus on the relation between impact sensitivity and energy transfer rates.
When a crystal receives an impact, low frequency lattice vibrations (called phonons) are
excited. Typical phonon frequencies are 0-200 cm™*. This energy must then be converted
to vibron frequencies (1000-2000 cm™!) before bond breaking can occur. We derive a simple
formula for the energy transfer rate in terms of the density of vibrational states and the
vibron-phonon coupling. We are able to estimate the phonon upconversion rate in widely
varying energetic materials such as TATB, HMX, and Pb styphnate by examining existing
inelastic neutron scattering data. We find that the estimated energy transfer rates in pure
unreacted material are strongly correlated with impact sensitivity.

INTRODUCTION

The creation of new high explosives that combine the properties of low impact sensitivity
and high performance is the primary problem in energetic materials science today. Devel-
opment of new materials is currently a slow and laborious process dependent largely on trial
and error because the basic physical mechanisms underlying material properties are poorly
understood. While many of the issues regarding the general performance of explosives and
propellants can be satisfactorily dealt with via a macroscopic hydrodynamic picture. the
difficult problem of impact sensitivity and molecular reactivity must be interpreted from
a microscopic point of view.

In this paper we study the role that energy transfer dynamics has in impact sensitivity.
Impact sensitivity is the propensity of an explosive to detonate when it receives a mechani-
cal impact. This property is usually quantified by the drop hammer test. in which a weight
is dropped from a specified height onto a small sample of explosive. The height at which
the sample dctonates one half of the time is a common measure of 1mpact sensitivity.

The detonation of a crystal upon impact is a complicated process undoubtediyv depending
on a host of material properties. Upon impact. low fiequency lattice vibrations called acous-
tic phonons are primarily excited. Before a detonation wave can begin. bonds must break.
Therefore. the initial energy in the acoustic phonons must somchow be deposited into bond
stretching modes. Acoustic phonons have frequencies less than 100 em™. whereas bond
stretches have frequencies greater than 1000 cin™!. It is clear then. that acoustic phonon
energy must be upconverted 1o higher vibrations hefore detonation can occur. High fre-
quency vibrations m a molecular crystal are called mbron~ “There has been much work
on deriving theoretical expressions for phonon lifetimes in anhiarmome solids1. 2. 3% Cal-
ifano ct. al. compared the theoretical expressions 1o the resuits of molecular dvnamics
calculations and experimentsl. 5. 6}. Holian{7] has conducted molecular dvnamices sim
ulations of vibrational energy transfer in diatomne fluids. with the amn of understanding
shock induced chemistry. Dlott and Faver[8] have studied muitiphonon upconversion as-
sociate « . shock induced chemistry, They derived a master equation for phonor ai.
vibron temperatures. The master cquation depends on the phonon-vibron energy transfer
rate, which was estimated from experimental results on anthracene. Kim and Dlott]9, 10]
have studied multiphonon up-pumping in napthaiene through molecular dynamics and the
master equation approach.
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In the present paper, we address the question of how the phonon-vibron energy transfer
rate differs in a wide range of energetic materials. This requires a microscopic formulation
of the phonon-vibron energy transfer rate. Since optical experiments probe k = 0 states,
in the past attention has been focused on the lifetimes of k a 0 states. Impact sensitivity,
however, should depend on all k values. This motivates studying the upconversion rate
into an entire band. Here, we derive a simple expression for the upconversion rate into a
band of a given energy.

The frequency dependence of the upconversion rate is found to be very important; in
the range of 100-600 cm™?, the rate can vary by an order of magnitude. This means that
a quantitative theory of phonon upconversion cannot be based on a single vibron-phonon
rate, but rather should be based on a temperature and frequency dependent rate. We make
use of the microscopic formula and existing inelastic neutron scattering data to compare
the energy upconversion rate for a variety of energetic materials. We find that the predicted
upconversion rate is strongly correlated with impact sensitivity. This implies that many
aspects of impact sensitivity can be attributed to properties of the pure unreacted material.

THEORY

We consider phonon upconversion rates in the limit of small anharmonicity (e.g. cubic
terms in the Hamiltonian are assumed to dominate). In this case. the Hamiltonian is given

by:

H = Ho+ H,
1
Hy = 3 hwlala+3) (1)
1 <
H! = z BlmnAlAmAnA(kl + km + kn)‘

Imn

where A; = a; + a). and q, is defined to be the annihilation operator for phonon mode /.
wy s the harmonic frequency of phonon . A(k} =1 if k = 0. and is 0 otherwise.

Phonon lifetimes have been extensively studied using thermal Green functions{l], and
other theoretical techniques[4]. Part of the decay rate of a phonon comes from scattering
i+ higher frequencies: this term is called the phonon apconversion rate. In the present
in1mr we consider a related but distinct quantity. In phonon lifetime studies the relevant
sas is the collision of a pre-existing k = 0 phonon of a fixed frequency with a thermal
~honon of arbitrary frequency. Here, we consider the collision of two thermal phonons with
a fixed energy sum but arbitrary k. This allows us to study the rate of energy transfer into
a particular vibron band. Certain vibron modes are likely to lead directly to molecular
dissociation, whereas others do not. The rate of energy transfer from thermal phonouns into
a mode that causes dissociation should be most relevant for impact initiation

Phonon lifetimes in crystals are usually derived by caleulating the imaginary part of the
phonon self-encrgy using thermal Green functions. In the present case 1t sufhices to use
Fermi’s Golden Rule. although identical results coul f he derived by the more sophisticated
Green's funcuion techniques. The state to state cucrgy upconversion rate 9 for the fusion
of two phonons of frequency «y and ., into a phonon of frequency wy, is:

9.

A{nd.om = colty 4 Loy, = Long = Vit o100 {(hH
"

where n, is the occupation number of phonon ;. Eq. (21 i« casily cvaluated to be

y(n.l.m) = l—::—(n,. + Dpttgn| Binn 281w, =« — w0 JA(K,, = ki = Kyn ). (3)
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Here, k, is the wavevector of phonon j, w, is the frequency of phonon j. For upconversion
processes, it is reasonable to assume a thermal distribution of phonons ! and m, with
state n unpopulated|11}, since low frequency phonons are primarily excited by impact, and
low frequency phonons equilibrate faster (i.e. have shorter lifetimes) than high frequency
phonons. This gives a thermal rate of

18x

¥(n,,m,T) = TnmmlB;mnl O(wy — wr — wm)A(ks = ki = km), (4)
where T is the temperature and
fim = filwn) = [exp(hwm/ksT) — 1)1 (5)

Next, we average over all initial states ! and m. This gives
18V x dkb
nekaT) = =% 5= =% alwa(ke)] (ko)
lB(a, km b’ ks, c, c)lzélwc(kt) - wy(ks) ~ “’b(kb)]
(k. — k. — ks). (6)
Here, a, blabels the bands of the initial states, while c is the band of the final state. V is the

volume of the crystal. As discussed above, we are interested in the rate for upconversion
into a given band averaged over all k.. Integrating over k., we have:

9V? dk dk
WeT) = =5 [ 53 ] 53 tlwatkallnlor(ke)]

lB(aa kas bﬁ kbs <, ka + kb 26[“’: s+ kb} - wa(ka) - “"‘b(kb)]' (7)

This equations can be substaniially simplified through two approximations. Since vi-
brons typically have little dispersion[4] we can make Einstein approximation for the vibron
band: we(ks + ky) = w. Also, the mode dependence of B is often weak[1). Thus. we let
B(a,ka.b,ks.c,k.) = B. Comparison with two phonon absorption lineshapes shows that
this approximation is usually very good{4]. After integrating over k.. we arrive at a simple
expression for the upconversion rate into a band of a given energy:

9|Bf*1?
Yw..T)= ‘ f /dwn(w e — wiplwiplw, —w). (8)

Here, p(w) is the density of states, defined by:
plw) = /-——é(w — (k) (9)

Eq. (8) should be evaluated for discrete w. corresponding to a band frequency, It is
possible, however. to treat w, as a continuous variable. This 1s motivated by the high
density of vibrou bands found in the large molecules considered here, The results derived
in this fashion are physically meaningful as long as there exists a real vibron frequency
the neighborhood of w..

Optical probes only vield information on the densitv »f states nea. - - o, The total
density of states p(w) can be best estimated from mconcient inelastic neutron scattering.
This procedure has been shown to give a good approximation to p(«){12. 13]. The density
of states derived from neutron scattering data is known oniy to within an arbitrary noi-
malization factor. In order to compare energy transfor rates from different molecules. it s
necessary to determine this normalization factor. The simplest alternative is to take the




integral of p(w) over all frequencies to be equal to 3N/V, where N is the number of atoms
in the crystal and V is the volume. Existing experimental data, however, is not available
at high enough frequencies to make such a normalization feasible. Instead, we employ a
simple normalization rule proposed by Dlott[14]: we normalize p(w) so that

[ plwrde = 26+ V)V (10)

Here, Q, is the maximum frequency of the phonon bands, Z is the number of molecules
per unit cell, and Y is the number of molecular vibrations that have become amalgamated
into the phonon band. V. is the volume of a unit cell. (The V. factor was added to the
original normalization rule of Dlott to maintain consistency with Eq. (9).)

We have taken €, = 200 cm™!, while Y was estimated as the number of vibrational
modes of the isolated molecule with frequencies less than Q,. The vibrational modes were
calculated with the semiempirical electronic structure program MOPAC using the PM3
Hamiltonian[15}; results are given in Table 1 along with impact sensitivity measurements{17,
19, 18].

Molecule Y hse (m)
B-HMX 12 0.33 (Ref. [17])
v-HMX 15 0.14 (Ref. [18))

Pb styphnate 12  0.15 (Ref. [19])

Picric acid 8 0.73 (Ref. [17})
RDX 7 0.8 (Ref. [17))
Styphnic acid & 0.73 (Ref. [19})
TATB 7 3.20 (Ref. [17))

Table 1: Number of amalgamated vibrations as calculated with MOPAC/PM3, and drop
hammer test results for a 12 tool.

RESULTS

We have used existing inelastic incoherent neutron scattering data[l6. 20] to determine
the density of states p(w) as described above. Using p(w}. we have evaluated the energy
transfer rate in Eq. (8) by assuming that the anharmonic coupling per molecular volume is
the same for all the compounds considered here: this is equivalent to taking B = Vi By /2.
We cannot evaluate B, on the basis of existing data. although it 1s known that vibron
lifetimes are typically a few picoseconds. In Figure | we show q(w) for a vanety of energetic
materials at J00K. The low frequency behavior does not show a stiiking correlation with
impact sensitivity. For instancc. the energy transfer vates of TATH and J-HMN are very
similar between 0 and 200 cm™'. The energy transfer rate hetween 300 and 600 an™'.
however. correlates well with impact sensitivity. In Figure 20 we show the energy transfer
rate of the compounds considered here at 400 cni™!eortelated with the inverse drop hammer
height. A linear fit to the data is displaved to guide the eve. [t 1s apparent that there
s a strong relation between energy transfer rates at 400 an™land impact sensitivity. It
1s interesting to note that there are nitro group wagging vibrations in "« nesrhborhood
of 400 cm™'. and that breaking of the nitio group from the ring is thought to be one of
the first steps in detonation chemistry. The role of the miro group in impact sensitivity,
and the measurement of energy transfer 1ates. will be addressed by femtosecond optical
experiments underway in this group.
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Figure 1: The energy transfer rate as a function of frequency at 300K.
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Figure 2: The correlation between impact sensitivity and er~ry wransfer rate.
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RELATIONSHIP BETWEEN RADIATION STABILITY AND MOLECULAR
STRUCTURE OF NITRAMINE EXPLOSIVES

JAMES J. PINTO
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ABSTRACT

‘The radiation stabilities of the nitramine explosives 1,4-dinitroglycolurile (DINGU), 1,4-
dimethyl-2,5-dinitroglycolurile (DMD) and hexanitrohexaazaisowurtzitane (HHNIW) have been
determined using XPS. Samples were exposed to x-rays for times up to eight hours while
photoelectron spectra were recorded in the carbon, oxygen, and nitrogen 1s energy regions and
mass spectra were recorded of gases evolved during the decomposition process. These data are
compared to the previously determined stabilities for cyclotrimethylene trinitramine (RDX) and
gjyclmemmylene tetranitramine (HMX). The Nis spectra of the irradiated materials show the

0, peak decreases relative to the total nitrogen signal while low binding energy peaks grow.
The rate of loss of the NO, peak was fit to first order kirnetics and the rate constants obtained
show some correlation with the N-N bond strength as measured by the average N-N bond
distance and the average NO, asymetric stretch frequency. Despite the differences in structure
of these molecules (DINGU and DMD are bicyclic rings, RDX and HMX are rings and HNIW
is a cage) the radiation stability appears to be controlled by the strength of the N-N bond.

INTRODUCTION

The relationship between molecular structure and sensitivity has been studied extensively.
The stability in response to various stimuli such as thermal, shock and impact have been related
to observed molecular structural parameters such as bond lengths and infrared absorption
frequencies® and to calculated parameters such as mid-point potentials? and electron densities.3
These studies have been carried out for nitroarene and nitramine explosives.

In recent studies x-rays and ultraviolet radiation were used to decompose explosive mole-
cules while changes in the nitrogen chemical states of the solid residues were monitored with x-
ray photoelectron spectroscopy (XPS). This technique was applied to materials such as penta-
erithrytoltetranitrate (PETN),* 3-nitro-1,2,4-triazole-5-one (NTO), cyclotrimethylene trinitra-
mine (RDX) and cyclotetramethylene tetranitramine (HMX) and triaminotrinitrobenzene
(TATB).5 In this paper the radiation decomposition of a series of nitramine explosives and its
relationship to molecular structure is presented. The materials studied were 1.4-dinitroglycol-
urile (DINGU), 1,4-dimethyl-2,5-dinitroglycolurile (DMD) and hexanitrohexaazaisowurtzitane
(HNIW). For reference, the stabilities for RDX and HMX were also determined.

EXPERIMENTAL

The DINGU used in this study was synthesized by Dr. S. Lee of LeRon Associates. The
1,4 isomer was confirmed by proton NMR and x-ray diffraction. The DMD was prepared by
Dr. S. Bulusu of this laboratory. The HNIW was provided by Dr. D. Stec of GEO-Centers,
Inc. X-ray diffraction showed that it was the a polymorph. The HMX and RDX used for
comparison were purified from commercial material.

Powdered samples were mounted on nitrogen-free double sided tape and inserted into the
vacuum chamber of the spectrometer. A Kratos ES300 X-ray Photoelectron Spectrometer was
used to decompose the samples and to analyze the solid re+i.,- from the decomposition process.
The vacuum pressure was mainti.ned 2t approximately 10-7 mbar during the analysis and
decomposition experiments. Aluminum Ka radiation at 9 mA and 12 KV (108 Watts) was used
to irradiate and analyze the materials. Samples were irradiated for times up to 9 hours and
photoelectron spectra were recorded in the carbon, oxygen and nitrogen ls energy regions
approximately every hour. Each set of spectra was recorded in the time average mode over a
period of approximately 15 minutes. Sample charging was accounted for by referencing to the
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C1s hydrocarbon line at 285.0 ev. Smoothing and linear background subtraction were applied
to the raw data and the resulting spectra were fit to Gaussians to resolve overlapping com-
ponents. Integrated intensities were computed for each peak by multiplying the full width at half
maximum by the peak height.

A Balzers QMG 064 residual gas analyzer (RGA) mounted to the analysis chamber of the
electron spectrometer was used to record mass spectra of gases in the 0-64 amu range which
evolved during the decomposition process. In these experiments, powdered samples were

ressed into the roughened surface of a piece of gold foil, since the cellulose based tape evolves
its own gases during x-ray exposure.

RESULTS

The N1s photoelectron spectra of RDX, HMX and HNIW are shown in Figures 1, 2 and
3. The spectra are characterized by two peaks: the peak at 406.3 ev is trom the NO, nitrogens
and the peak at 401.0 ev is from the ring/cage nitrogens. The ratios of these peaks in the
undecomposed samples is 1:1, reflecting the equal numbers of NO, and ring/cage nitrogens in
each compound. During exposure to x-rays the N1s spectra change indicating that changes in
the molecular structures are occuring. The spectra at long exposure times are also shown in
Figures 1, 2 and 3. The NO, peak decreases while new peaks arise on the low and high binding
energy sides of the ring/cage N peak. The rate of decay of the NO, line is calculated by plotting

the following ratio versus time:
NO, NO, )
Total N )Y | Total N J1=0

The decay of the NO, peak for the three compounds was found to follow first order kinetics with

rate constants of 0.071 hr!, 0.052 hr! and 0.087 hr'! for RDX, HMX and HNIW, respectively.

The NO, decay curves for these compounds are shown in Figure 4.
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Figure 1. Nls photoelectron spectrum of RDX. Bottom curve is control material. Top curve is
after 8.2 hours of x-ray exposure. Results of curve fits to Gaussian line shapes are shown.

The N1s photoelectron spectra of DMD and DINGU are shown in Figures 5 and 6. These
spectra have similar features and are characterized by two peaks: the peak at 406.4 ev is from the
two NO, nitrogens; the peak at 400.0 ev is from the four nitrogens in the bicyclic nng. The area
ratios of the ring N to the NO, N peaks in these compounds is 2:1, reflecting the relative
numbers of ring nitrogens to NO, nitrogens. The broader width of the ring nitrneen peak
indicates that it is a combination of more than one line. Curve firring shows th.. - ... composed
of two lines 1.6 ev apart. The line at 400.8 ev is from the nng nurogen bound to the NO, while
the line at 399.2 is from the ring nitrogen bound to hydrogen. These assignments are based on
the observation that the N1s binding energy of glycolurile is 399.0 ev. On exposure to x-rays
these spectra are found to change indicating that decomposition 1s occuring. The NO, line is
found to decrease while the low binding energy component of the ring nitrogen line increases.
The spectra of these compounds at long decomposition times are also shown in Figures 5 and 6.
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The decay curves for these two compounds are shown in Figure 7. They also followed first
order kinetics with rate constants of 0.12 hr'! and 0.083 hr'! for DMD and DINGU,
respectively. Mass spectra of the gaseous products from the decomposition of these materials
showed that DMD liberated primarily mass 30, corresponding to NO, while DINGU liberated
masses 30 and 44, corresponding to NO and N,0.
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Figure 2. N1s photoelectron spectrum of HMX. Bottom curve 1s control material. Top curve is
after 6.1 hours of x-ray exposure Results of curve fits to Gaussian line shapes are shown.
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Figure 3. Nls photoelectron spectrum of HNIW. Bottom curve is control material. Top curve
is after 7.1 hours of x-ray exposure. Results of curve fits to Gaussian line shapes are shown.
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Figure 4. Log of the NO» loss rate versus decomposition ume for RDX, HMN and HNIW.
Curves for RDX and HNIW have been offset for clasity.
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Figure 5. N1s photoelectron spectrum of DMD. Bottom curve is control material. Top curve is
after 8.5 hours of x-ray exposure. Results of curve fits to Gaussian line shapes are shown.
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Figure 6. N1s photoelectron spectrum of DINGU. Bottom curve is control material. Top curve
is after 7.4 hours of x-ray exposure. Results of curve fits to Gaussian line shapes are shown.
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Figure 7. Log of the NO, loss rate versus decomposition time for DMD and DINGU.

DISCUSSION

The relative rates of radiation induced decomposition of RDX and HMX have been

measured previously by Beard and Sharma® but under different instrumental conditions from
those used in the present study. In their work, the x-ray operating conditions were 15 mA and

15 kV, or 225 Watts. The decomposition rates obtained for RDX and HMX were 0.324 hr'!
and 0.228 hr'l, respectively. These differed from the values obtained in the present work by
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factors of 4.56 and 4.38, respectively. The chief difference between the values obtained in each
study can be attributed to the x-ray powers used, although other factors, such as age and
condition of the x-ray target and window and vacuum pressure could also effect x-ray intensities
at the sample and therefore measured decompositiun rates.

In another study Beard® attempted to determine decomposition products from the XPS
spectra of the solid residue which remained from the radiation induced decomposition of RDX.
In samples decomposed at room temperature he found that as the NO, line decreased, new peaks
arose on the high and low binding energy sides of the ring N peak, which he attributed to the
formation of nitroso and triazine-like products. NO, loss and formation of triazine and nitroso-
like products were also observed in this study during the decomposition of RDX and HMX.

HNIW is a caged analogue of RDX and HMX because of the presence of the N-NO,
group. The radiation induced decomposition is found to be very similar. X-ray photoelectron
spectra show that the NO, line decreases while new peaks grow on the high and low binding
encrgy sides of the cage N peak. As in the other two nitramines, the high binding energy peak
can be attributed to nitroso formation. The low binding energy peak can be attributed to the
caged analogue of triazine or hexaazaisowurtzitane. As the strongly electron withdrawing NO,
groups are removed from the cage structure the binding energy of the aza N decreases.

During the radiation induced decomposition of DMD and DINGU the NO, peak decreases
and the low binding energy component of the ring peak increases. This is analogous to the
previously discussed materials in which a triazine-like peak grows as the NO, peak decreases.
In the case of the two bicyclic compounds the chemical state of the ring N bound to a proton or a
methyl group differs slightly from the ring N bound to NO,. The chief effect of x-ray exposure,
therefore appears to be N-N bond fission with removal of the NO, groups.

DSC and TGA experiments have shown that DMD is more thermally stable than DINGU.?
This can be attributed to the stabilizing effects of the electron donating methy! group on the ring
which replaces the two protons bound to the other two ring nitrogens in DINGU. However, in
the present study DMD has been found to be more sensitive to radiation damage than DINGU.
Mass spectral data recorded during the decomposition process shows that DINGU decomposes
by N-N bond fission and by ring breakage. These competing processes have also been
observed during thermal decomposition.? However, the absence of a significant N,O signal in
the mass spectral data recorded during the x-ray decomposition of DMD indicates that it
decomposes primarily by N-N bond fission. Breakage of this bund and loss of NO, is what is
detected in these experiments.

It has been suggested that the ease with which a molecule releases NO, during thermal

decomposition is related to the strength of the N-N bond.! Measures of the N-N bond strength
include the bond length and the asymetric NO, stretch frequency, v(NO,),,. Crystallographic
data and bond lengths were available for RDX, HMX, HNIW and DINGU.%10-11 y(NO,),
for all five compounds was obtained from IR data. Plots of the x-ray decomposition rate versus
the average N-N bond distance and v(NO,),¢ are shown in Figures 8 and 9, respectively. These
plots suggest a relationship between the N-N bond strength and the radiation stability as
measured by the loss of the NO, group. Studies on additional compounds are necessary in
order to confirm these relations.

SUMMARY

The stability of a series of nitramine explosives to x-ray radiation has been determined and
decomposition mechanisms have been outlined. For all five compounds studicd, the imponant
step in the decomposition appears to be N-N bond scission. However, in RDX, HMX and
HNIW nitroso formation has also been observed. while in DINGU ring break-up has been
found to be competitive with N-N bond scission. DMD appears to be the least stable to x-ray
decomposition with HNIW, DINGU, RDX and HM« :ncreasingly more stable. While results
for a small number of materials have been preser:+ there appea., --» h- a correlation between
stability and the strength of the N-N bond as n 2:... .d oy i N-N bond length and v(NO,)y,.
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Figure 8. Log of the x-ray induced NO, loss rate versus average N-N bond distance.
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THIN FILM INFRARED LASER PYROLYSIS STUDIES OF THERMAL
DECOMPOSITION MECHANISMS IN NITRAMINE PROPELLANTS

TOD R. BOTCHER AND CHARLES A. WIGHT
Department of Chemistry, University of Utah, Salt Lake City, UT 84112

ABSTRACT

Thin films of RDX (1,3,5-trinitro-1,3,5-triazine) have been prepared by vapor deposition
onto a 77 K substrate window and pyrolyzed with a pulsed CO, laser. Each sample is rapidly
quenched after the laser pulse by heat conduction into the cold substrate, and the initial reaction
products are trapped on the window for examination by transmission FTIR spectroscopy. We
have detected N,O,, the dimer of nitrogen dioxide, as an initial condensed phase pyrolysis
product, confirming that scission of one of the N-N bonds is the first step in the reaction
mechanism. No evidence was found for formation of methylene nitramine via a proposed
concerted depolymerization pathway.

INTRODUCTION

Several recent studies have attempted to identify the initial step in the thermal
decomposition mechanism of cyclic nitramine propellants, particularly RDX. Two proposed
pathways are illustrated by the reaction

D
No,«-n\ /cnz H
H wo, 2 3 CH,NNO,

RDX

One of the obvious choices for this 1s scission of one of the N-N bonds Thermodynamic
studies identifv this as the weakest bond in the molecule [1] Results from thermogravimetnic
mass spectrometry expenments on HMX are consistent with this homolysis mechamsm,{2]
though there is some indication that bimolecular reaction pathways may also be important in
the rate-limiting step.[3] Indirect evidence supporting the importance of the N-N bond scission
mechanism can be found from thermal decomposition studies of other closely related
nitramines.[4,5] Also, ultraviolet photolysis experiments on crystalline RDX have shown that
N-N homolysis is a primary reaction pathway,[6] though thermal pyrolysis might not follow the
same mechanism.

Zhao, et al have shown that when gas phase RDX molecules are heated by pulsed CO,
laser irradiation, the primary decomposition pathway is concerted depolymenization that imitially
forms three molecules of methylenenitramine.[7] Under these conditions, the N-N bond scission
channel accounts for only about one-third of the product yield Sewell and Thompson have
recently published a classical dynamics study of RDX decomposition that supports the existence
of the concerted depolymerization channel.[8] Also, some of the early thermal pyrolysis work
on isotopically substituted RDX supports a mechamism in which the N-N bond 1s preserved in
the decomposition reaction.[9,10]

We have recently developed an experimental technique designed to establish the initial step
in thermal decomposition of energetic materials such as RDX under conditions where the
condensed phase material 1s rapidly heated with a pulsed CO, laser, and the nttial reaction
products are trapped on a cold substrate for detection by FTIR spectroscops  The principal
advantage of this new techmque 1s that the imitial products can be detected under conditions hat
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closely resemble those of a realistic propellant combustion environment (i.e., rapid heating in
the condensed phase). By using an infrared laser to energize the sample (instead of a UV laser)
we are able to detect chemistry that occurs on the ground electronic state potential surface,
thereby avoiding complications due to excited state photochemical reactions. In this report, we
outline some of our early findings regarding the thermal decomposition mechanism of RDX.
A brief report of this work has been published elsewhere.[11]

EXPERIMENTAL SECTION

Thin film (~10 um) samples of RDX are prepared by vapor deposition from a Knudsen oven
at 120° C. onto a Csl window. The window is mounted it in a copper retainer at the cold tip
of a liquid nitrogen reservoir, which maintains a constant temperature of 77 K. The vacuum in
the sample chamber is maintained at 10° torr or better. A schematic drawing of this apparatus
is shown in Figure 1. The experiments performed using this apparatus can be classified into
two principal categories, which we call single- and double-window configurations described
below.

Single Window Pyrolysis Experiments

In this type of experiment, a film of RDX is deposited onto the 77 K window and
subsequently pyrolyzed with a pulsed CO, laser tuned to the P(20) transition at 944 cm’', which
coincides with an absorption band of solid RDX. Initial products were detected by irradiating
the sample with single laser pulses at gradually increasing fluence in the range 1-5 J em™
Transmission FTIR spectra are obtained after each laser pulse until product formation is
detected.

In some experiments, samples are warmed to room temperature after deposition in order to
form a polycrystalline film prior to laser pyrolysis. These results are compared with
experiments in which the amorphous film (as initially prepared without annealing) is pyrolyzed
under the same conditions (vide infra).

Double Window Pyrolysis Experiments

Several experiments were conducted 1n which the initially prepared film was warmed to
room temperature. The sample and substrate window were then removed from the vacuum
chamber, covered with a second window, remounted in the chamber, and recooled to 77 K prior
to intrared laser pyrolysis. In this arrangement, the thin film of RDX is sandwiched between
two massive Csl windows so that any
material that is vaporized from the pump
original film is immediately trapped by
condensation onto the other window. In
this way, all of the material is conserved
for spectroscopic detection. LN2

The results from this type of
experiment can be compared with
analogous single-window experiments in g

order t~ assess the extent of product CO, laser ! i_s\ﬂ ['—-l
fu :nuon that takes place in the gas ===l Z e
P »

phase and in the condensed phase. Itis 944 cm™ E4 Bl
reasonable to assume that in single- Z N,

window experiments, most gas phase e AN

products escape the film and are Cslsubstrate  RDXfilm

recondensed elsewhere in the apparatus Figure 1 Schematic drawang of the expenmental apparatus
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Therefore, the amount by which products observed in double-window experiments exceed those
formed in single window experiments provides a qualitative indication of the gas phase
contribution to the thermal pyrolysis mechanism.

Laser Pyrolysis and Product Detecticn

Infrared laser pyrolysis was carried out using a pulsed CO, laser (Pulsed Systems Model
LP140-G) that is tuned to an absorption band of the solid RDX at 944 ¢m™. The nominal pulse
width of this laser is 35 us. The beam is roughly square in shape, and the fluence of the
unfocused beam is approximately 0.5 J cm?. In order to pyrolyze samples at higher fiuence,
the beam size was reduced using a spherical concave mirror (radius of curvature = 1 m), and
the beam is rastered over the thin film in a manner such that each point on the film is irradiated
by only a single laser pulse at a fluence between 1.0 and 4.7 J cm™.

During the 35 ps laser pulse, the sample is heated from 77 K to an estimated 500-1000 K,
depending on the laser fluence. This heat is then dissipated by thermal conduction into the
massive substrate on a time scale estimated to be 4-6 ms, based on the film thickness and the
reported thermal conductivity of RDX.[12]

RESULTS AND DISCUSSION

The infrared spectrum of an RDX film obtained immediately after deposition is shown in
Figure 2. Many of the absorption bands exhibit inhomogeneously broadened lines due to spatial
and orientational disorder that are characteristic of the amorphous state. This 1s a direct result
of the vapor deposition process at low temperatures, which inhibits formation of the
thermodynamically favored crystalline form of RDX. The same sample was then heated to
room temperature and recooled to 77 K. Its spectrum is shown in the lower trace of Figure 2.
A significant degree of band narrowing and splitting is observed in this spectrum, showing that
a transformation from the amorphous to a polycrystalline state has occurred.

Laser irradiation of amorphous samples at low fluence (less than 1.4 J cm™) did not produce
any detectable product molecules. owever, some narrowing and splitting of the absorption
bands of RDX was noted as the 'eat from the laser induced a partial transition from the
amorphous to the polycrystalline form. These changes in the parent band absorptions made it
difficult to detect ine formation of
products in spectrally congested
regions of the infrared spectrum. For
this reason, an initial search for
products was conducted on crystalline

samples which had been annealed |
prior to laser pyrolysis. Amorphous /\/\v\/\/ \ e
This initial search involved | ’

subjecting a single sample to
successive laser pulses at increasing |
fluence until product bands werc first . /) s ;
detected at 1.4 J cm® This first Crystaline  J'{f{_ a0
product absorption occurrs  at T

1736 cm’' and is assigned to N,0,, the
dimer of NO,. The positior ~¢ th2 L L 1 1 1
band is in good agreement with 2000 1600 1200
previous assignments of the N.O, 4

: . Wavenumbers (cm™)
infrared spectrum by Smith and Figure 2. Infrared spectra of a thin film of vapor-deposited RDX in

Guillory [13] and by Hlsms_me"“] amorphous form (top) and in polycrys.alline form afier anacaling to
in order to confirm the assignment, . temperature {bottom)
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we prepared two thin film samples of T ! T Y
N,O, in our apparatus. One was

prepared by depositing an equilibrium

mixture of NO,/N,0, onto the substrate .

window. The other was prepared by D) NO,/N,O,in RDX //\L

co-depositing the NO,/N,0, mixture
C) pure solid NO,MN, 0,

with RDX from the Knudsen oven.
Infrared spectra of these samples are
shown in Figure 3 along with spectra of
the reaction product formed from

pyrolysis of an RDX sample at 4.7 J B) ROX after pyrolysis
cm-z

Absorbance

The broad feature at 1864 c¢cm™ in A) pure RDX
Figure 3 is due to NO. This secondary . : 1
product appears in RDX samples 2000 1800 1800 1700
pyrolyzed at fluences higher than 1.5 J Wavenumbers (cm)

cm?, A small amount of NO is formed Figure 3. Infrared spectr of N,O, (bands near 1735 cm™) formed
in one of the control experiments (trace 838 reaction 1 roduct (traces A and B) or authentic sample (C and
D of Figure 3) due to thermal pyrolysis 2’

of NO, in the Knudsen oven during

vapor deposition of the RDX/NO, mixture.

Other secondary product infrared absorption bands observed following pyrolysis at laser
fluences from 3.0 to 4.7 J em™ include features at 2086 cm™ (HCN), 2236 cm™ (N,0), and 2343
em” (CO,). These products are observed only at laser fluences significantly in excess of the
threshold fluence for N,0O, formation.

One of the significant results of our research is that there is no evidence for formation of
methylene nitramine, CH,NNO,, under any conditions investigated in this study. Although the
infrared spectrum of this molecule is not known, its vibrational frequencies have been calculated
by Mowry et al.[15] Several of these frequencies coincide with spectrally congested regions
of the RDX spectrum and might be masked by the parent absorptions. However, there are at
least 4 frequencies that lie in clear regions of the spectrum where we would expect to observe
the product if it were formed in the pyrolysis reaction

Therefore, on the basis of our observation of the NO, dimer and our failure to observe any
evidence for formation of CH,NNO, we conclude that the first step in the thermal
decomposition of solid RDX is scission of one of the N-N bonds.

We were somewhat surprised to find that the initial product observed at low laser fluence
is the NO, dimer instead of the monomer. Part of the reason for this is that the strongest
absorption bands of the monomer occur in a region of the spectrum that is congested by parent
RDX absorption. However, it occurred to us that formation of N,O, could conceivably occur
via a direct bimolecular reaction of neighboring RDX molecules rather than by dimerization of
NO,. To test this hypothesis, we carried out two single-window experiments under identical
conditions except that one was pyrolyzed in the amorphous form after vapor deposition, whereas
the other was pyrolyzed after annealing to the crystalline form. We expected that if bimolecular
reaction of RDX is important in the initial reaction step, then orientational disorder present in
the amorphous samples should cause the amount of N,0, formed to be either less than or
greater than for the crystalline form, depending on whether the crystal secmetry is favorable
or unfavorable for reaction. The results of these exneri.aonts showed v °: -hie extent of product
formation is the same for the two different structural torms (to an accuracy of about + 5%).
On this basis, we conclude that the wmitial reaction step is unimolecular scission of an N-N
bond.

Finally, we have compared the extent of product formation in single-window and double-
window experiments. The latter type trap all of the reaction products, whereas significant losses
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(up to 20% of the sample) may occur to the 3as phase in the single-window configuration. This
comparison show's that at low fluence (where sample vaporization is minimal), the amount of
N,O, formed in the two types of experiments is essentially the same. However, at higher
fluence, where secondary products are formed and the extent of sample vaporization is
significant, the amounts of secondary products remaining on the window, compared with N,0,,
is significantly higher in the double-window configuration. Our interpretation of this result is
that N,0, is initially formed in the condensed phose propellant, whereas secondary products
are formed at least partly in the gas phase.
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NITROGEN RADICALS FROM THERMAL AND PHOTOCHEMICAL
DECOMPOSITION OF AMMONIUM PERCHLORATE, AMMONIUM DINITRAMIDE,
AND CYCLIC NITRAMINES

M. D. PACE
Code 6120, Naval Research Laboratory, Washington, D. C. 20375-5320

ABSTRACT

Free-radical thermal and photochemical decomposition products of ammonium dinitramide
(ADN), an acyclic nitramine, are compared to that of cyclic nitramines (RDX, HMX, and
HNIW) and to ammonium perchlorate (AP). Photochemical formation of NO, from uv-
photolysis of ADN at 77 K is found to follow first-order kinetics, whereas, zero-order NO,
formation 1s observed from the cyclic nitramines under the conditions of this experiment.
Mechanisms are suggested for ADN decomposition. A general trend of cyclic nitramines to
taermally decompose forming nitroxide radicals is supported by N-ring-labeled HNIW
results. ADN thermally decomposes at 190° C to form free-radical reaction products in
solution with tetrahydrothiophene-1,1-dioxide.

INTRODUCTION

In this paper the term nitrogen radicals refers to free-radicals having unpaired electron
spin density predominantly localized at *N or *N nuclei. New findings for photochemically
and thermally produced nitrogen radicals from ammonium dinitramide are compared to prior
findings for the cyclic nitramines: cyclotrimethylenetrinitramine (RDX), and
cyclotetramethylenetetranitramine (HMX); and are compared to new findings for *N-labeled
hexanitrohexaazaisowurtzitane (HNIW), a polycyclic nitramine: and 1o ammomum perchlorate
(AP), an oxidizer used in propellents. The predominant nitrogen radical from photochemical
decomposition of all materials studied is nitrogen dioxide (NQ,). This is not surprising for
the nitramines, but was not expected for AP. There now exist numerous EPR literature
references supporting NO, formation during ultraviolet photolysis of RDX, HMX, and HNIW
at temperatures <77 K ."** In this study at 77 K the rates of production of NQ, from the
cyclic nitramines under constant flux of ultraviolet (uv) light are assigned as zero-order;
whereas, for ADN, a first-order rate of NO, production 1s observed. NO, 15 detected from
uv-photolysis of AP n smaller concentration than n the mitramines and 1s attributed to
secondary reactions or to impurities.

Thermal decomposition of RDX and HMX produces mitroxy! (or mtroxide) tree-radicals.
A nitroxide has also been proposed from HNIW thermal decomposiion.®” In this paper,
thermal decomposition of *N-labeled HNIW lends further support of HNIW nitroxide radicals.
In AP, NH," radical 1ons were monitored by EPk (electron paramagnerc resonancs) ¢ -
heating of the AP crystals. (NH," radicals were generated m At 0y "o y-rays pror to
thermolysis). Thermal decomposition of ADN produced an EPR signal at 190° C.

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1993 Matenals Research Society
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Fig. 1 Normalized NO, Concentrations From UV-Photolysis At 77 K
EXPERIMENTAL

For uv-photolysis, powders of each material (5 - 20 mg) were placed into separate
borosilica glass cells having dimensions 0.5 mm x 5 mm (sectioned into 15 c¢m lengths).
ADN is hygroscopic and required handling under low humidity. A Hg - Xc high pressure arc
lamp (Electro Powerpacs Inc., Cambridge, MA) operating at 1000 W was used for uv-
photolysis experiments. The lamp was located 16 cm from the cavity and IR-filtered uv light
having a 1 cm focal diameter was directed into a TM,,, EPR cavity containing a sample cell
in liquid nitrogen at 77 K. Previous experiments have shown that nitramines absorb uv
strongly from 225 nm to 235 nm.> To optimize the uv light flux, each sample was oriented
so that the 0.5 cm edge of the flat cell was perpendicular to the beam direction. The exposed
surfare area of each sample was less than 0.5 cm?® to ensure uniform irradiation. Only one
sidv 1 .uie flat cell was irradiated. Total irradiation times were from 60 to 100 minutes. EPR
spectra were recorded using a Bruker ER 200 x-band spectrometer and a Nicuier 1195
computer to collect spectra. As each sample was irradiated the NO, concentration was
monitored by recording EPR spectra at 2 to 4 minute intervals. Concentrations of NO, were
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measured by double integration of the first-derivative EPR spectra and by comparison to &
EPR standard (0.00033% pitch) with a calibrated concentration of 3 x 10" spins.

Thermal decomposition experiments were similarly performed using sample cells as
described above except that the nitramines were dissolved in tetrahydrothiophene-1,1-dioxide
(sulfolane), having a boiling point of 285°C. This procedure has been used successfully in
previous studies.*> In situ heating in the EPR cavity was performed using N, gas flowing
through a resistive heating coil. A Varian V-4540 temperature controller was used to regulate
temperature. AP samples were radiation doped with paramagnetic ions as spin probes before
heating by exposing the samples to 0.5 MRad of “Co +-rays which produces NH,* ions.%%1®
The NH,* ions were monitored by EPR during heating of AP. In all samples, temperature
was monitored using a chromel-alumel themocouple (Omega) attached directly to the sample
tube within 2cm of the sample.

TABLE I
NO, Rates and Concentrations
Molecules Rate Spin Conc. at % Conversion at
Nitramine | per Sample? Constantsb t = 60 min.© t = 60 mind
HNIW 4.1 x 10" 1 x 10" 2.2 x 10" 0.05
RDX 2.6 x 10" 3 x 10" 1.6 x 10" 0.005
HMX 1.9 x 10" 7 x 10" 42 x 108 0.002
ADN 4.0 x 10" 0.013 4.0 x 10" 0.01
(first-order)®

a Estimated number of molecules exposed to uv light assuming 10um thick surface layer.

b For HNIW, RDX, HMX zero-order rates are given as spins/mg/min of NO, for constant uv
light flux at 77 K. Rates for HNIW, RDX, HMX assume a 10 um surface depth absorption of the
uv light. For ADN see footnote e below.

¢ Measured spin concentration after 60 min. of uv photolysis at 77 K.

d % conversion = 100 x [NO,},z60 qus. = (estimated number of molecules per sam1ple)

HNIW, RDX, HMX values show good agreement with previously reported data.-

e ADN rate constant is first-order (x 107 min"). For ADN, NO, was considered to form

within the entire sample mass rather than in a 10 um surface layer.

RESULTS

UV Photolysis

The formation of NO, during uv photolysis of ADN, RDX, HMX, and HNIW is
compared in Fig. 1. The data in Fig. 1 are normalized to the maximum NO, concentration
of each sample. At 77 K, decay of NO, radicals is negligible so that a buildup of the NO,
concentration can be measured <nectroscopically. For RDX, HMX, and HNIW, NO,
formation folicws zero-orde. ....ucs according to: d[NO,)/dt = k, where time (1) is in
minutes and {NO,], the experimentally measured concentration, is given as the number of
unpaired spins per mg of sample as determined by double integrals of the EPR spectra
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assuming one spin per NO, radical. The cyclic nitramines HNIW, RDX, and HMX show
reasonable correlation with linearity, as expected for zero-order. Near the maximum
irradiation times of 60 - 100 minutes, HNIW and RDX data show nonlinear NO, concentration
buildup attributed to depletion of surface nitramine bonds exposed to uv light. The zero-order
NO, rate constants from linear fits to the data are: k, = 1 x 10" spins/mg/min for HNIW; k,
= 3 x 10" spins/mg/min for RDX; and k, = 7 x 10" spins/mg/min for HMX. Zero-order
is consistent with rate limiting conditions of the light flux. Different light intensities would
give rates independent of initial concentrations of the parent nitramine, but dependent on the
light flux. Therefore, lamp settings and irradiation conditions were kept constant in this study
(see Experimental). Using the rate constants above, the absolute NO, concentrations for these
nitramines can be predicted under the uv-conditions of this experiment. Shown in Fig. 2 are
logarithmic plots of the calculated NO, concentrations based on these rate constants versus
time. These curves are in good agreement with the experimentally measured spin
concentrations. The results are consistent with previously reported uv-induced NO, formation
from HNIW, RDX, and HMX and show an order of magnitude difference in NO, formation
from HNIW relative to RDX and HMX.? Although ADN is a nitramine compound, ADN
behavior in this experiment is different from the cyclic nitramines.

The normalized ADN NO, concentration in Fig. 1, as reproduced by two separate ADN
samples, shows nonlinear time dependence. A first-order rather than a zero-order rate of
ADN NO, formation is observed during uv-photolysis. As shown in Fig. 3, a plot of
In{{ADN], - [NO,};} versus time gives a linear fit to the ADN NO, data. The first-order rate
constant determined from Fig. 3 is 0.013 x 107 min’. The difference in rates of ADN versus
the cyclic nitramines suggests that ADN does not lose NO, by a direct nitramine bond
cleavage, but as a secondary product. It is the impression of this author that the reactivity of
ADN is greater than the cyclic nitramines. Darkening of ADN samples was produced by uv-
photolysis and thermal decomposition. Color changes due to photolysis were not noticeable
in the cyclic nitramine samples in this experiment. ADN is hygroscopic and has been
suggested to decompose thermaily by the following reaction:

NH,* N(NO,) = NH; + HN(NO,), - N,.) + HNO, (1}

Although this reaction does not produce NO, directly, NO, formation may occur following H*
transfer to form HN(NQO,), such as:

HN(NO,), = NO, -+ HNNO, [2]
or by dinitramide ion decomposition according to [3] as suggested by gas phase studies:'!
N(NO,),; - NO, + N,0," 03]

in which the NO, concentration would depend on the HN(NO,), or N(NO,),” concentrations.
Warming photolyzed ADN from 77 K to room temperature results in gas evolution, further
suggesting that reactions occur during photolysis or during sample warming. The NO,
fraction, although less than 0.1% of the total molecules of each sample, was highest in ADN
and HNIW, as shown in Table I by % conversion.

In contrast to ADN no NO, was expected from AP uv photolysis berause significant
decomposition of NH,* would be required to form N, Surprisingly, © ™ -, was detected at
a very low concentration of 10" spins during photolysis of AP at 77 K, but the rate of NO,
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Fig. 4 (a) EPR spectrum from thermal decomposition of *N-ring-labeled HNIW is sulfolane
at 120° C. (b) EPR spectrum observed at 140° C. (c) Simulated EPR spectrum
assuming one nitrogen hfc and three proton hfcs (values given in text). A possible
decomposition radical structure is shown. Only protons which would give hfcs to the
nitroxyl group are indicated by H.

growth and concentrations were not reproducible. The formation of NO, from NH,CIO,
requires a mechanism proposed for thermal decomposition: 2NH,CIO, -» 4H,0 + Cl, + O,
+ NO followed by 2NO + O, -» 2NO,.1?

Thermal Results

The second part of this paper gives yualitative slow thermal decomposition results of
ADN, “N-labeled HNIW, and NH,CIO,. Thermal expcriments were carried out as slow
heating experiments in which the temperawre was increased at a rate < 5° per minute. As
described in the experimental section, the nitramines were dissolved in a high boiling solvent
to facilitate hcat transfer to the sample and to allow for low sample concentrations. To avoid
reaction with the solvent, ammonium perchlorate was not dissolved in sulfolane but instead,
a single crystal of ammonium perchlorate was heated in a tube open to the atmospheie. P<or
studies indicate that thermally produced free radicals from the cyc' . ~nrm~ines RDX, ti#ix
and HNIW do not react with tetrahydrothiophene-1,1-dioxide.**

A free radical was detected from '’N-ring-labeled HNIW at 140° C consistent with
previous results of HNIW-d, and HNIW. As shown by Fig. 4a, at 120° C is a spectrum of
three transitions separated by 2.8 mT (10 gauss = | mT). At 140° C, this spectrum overlaps
with other EPR signals which appear. The 140° C EPR signals are tentatively assigned to a
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nitroxyl nitrogen hyperfine coupling (hfc)fa(*N) = 2.14 mT] and to two symmetrically
equivalent proton hfcs [a(**N) = 0.51 mT] and to a third nonequivalent proton hfc fa(‘H) =
0.66 mT], where a is the symbol of the isot-opic hyperfine coupling. Bond cleavage of the
C-C bond of the parent HNIW molecule and addition of hydrogen to give a tricyclic ring as
shown in Fig. 4b are required to account for three proton hfcs. However, this assignment is
consistent with previously published thermal decomposition EPR spectra from HNIW-d, and
HNIW in which the protons have 15% larger hfcs than in the '*N radicals. The radical EPR
signal in Fig. 4b remained unchanged up to 190° C. Above 190° C the EPR spectrum
changes to a single line which remains stable at room temperature after recooling the sample.

Thermal decomposition of ADN is accompanied by chemical reaction of decomposition
products with the solvent. Reaction of decomposition products of ADN with sulfolane at 190°
C is indicated by a color change of the sample from opaque to black accompanied by growth
of a single line EPR signal (not shown) which remains stable at room temperature after
recooling the sample. The radical product was not assigned but is ~learly a different result
from the cyclic nitramines where nitroxides are formed. Spin trapping reactions will be
required to assign reaction intermediates.

For experiments with ammonium perchlorate, NH,* ions were first generated in AP
crystals by exposure of the crystals to ionizing gamma radiation (EPR spectrum given in
reference 8). As discussed by Urbanski, the NH,* radical defects have been reported to affect
the thermal decomposition of AP.®!> For unirradiated AP crystals decomposition is reported
to initiate along crystalline growth boundaries; whereas, for irradiated samples the
decomposition sites occur homogeneously throughout the material. In this experiment, an AP
crystal was slowly heated in order to observe any changes in EPR signal of NH,* ions. No
cnanges were observed up to 128°C where the EPR signal decayed, consistent with previous
reports. Continued heating of the sample 10 190° C produced no new EPR signals.

DISCUSSION

The rationale for studying this group of materials was to observe similarities and
differences between the decomposition of cyclic nitramines (RDX, HMX, HNIW) and a non-
cyclic nitramine (ADN) and to observe whether there are any similarities between AP and
ADN in terms of the NH,* ion chemistry. The behavior of ADN is shown to be different
from RDX, HMX, and HNIW. For example, the uv-photolysis rate data of Fig. 1 indicates
that the formation of NO, in the cyclic nitramines occurs by a similar bond cleavage
mechanism, but for ADN, a non-linear NO, formation rate during uv-photolysis suggests a
different mechanism of NO, formation. For the cyclic nitramines the uv light appears to be
the rate limiting step, but for ADN there is a dependence on an unknown reaction
intermediate. Logically this intermediate is related to the dinitramide anion. A possible
reaction sequence 1s 2{NI1,” N(NO,)'} - 2NH, + H,N(NO,),* followed by decomposition
of the dinitramide acid to H;N + NO, + NO,*. This mechanism fits into a gas phase scheme
described by Melius in which H,N(NQ,),* 1s unstable and goes to products.'* Indeed, the
photolysis of ADN under these experimental conditions decomposes ADN to gas phase
products which remain trapped in a frozen matrix until the sample is warmed to room
temperaturc. ADN, unlike the cyclic nitramines which show no obvious radical reactions with
sulfolane during thermal decomposition b1+ w 200° C, does yield radical reaction products
with sulfolane fu:~..; s+ ing that ADuw .cactivity is higher than HMX or RDX. The similar
% conversion of HNIW and ADN in Table I indicates that ADN is driven to more complete
decomposition by uv light than is RDX or HMX. The implication is that ADN is chemically
much more sensitive to uv light and more reactive than RDX to which it is often compared.




The thermal decomposition *N-HNIW radical is consistent with RDX and HMX which
thermally form nitroxides. There are only two equivalent proton hfcs in a thermally formed
HMX nitroxide because the eight membered ring causes two of the four HMX protons to lie
coplanar with the N-O bond of the nitroxy! group. In RDX the six member ring allows boat-
to-chair interconversions which average four proton hfcs. If the nitroxide assignment of
thermally decomposed HNIW is upheld, then a general trend of cyclic nitramines to
decompose thermally forming nitroxyl radicals is supported by the HNIW results. Nitroxide
radicals have recently been observed from thermal decompasition of another energetic
material, 3-nitro-1,2,4-triazol-5-one. '

In AP the disappearance of NH;* ions at 128° C is consistent with the EPR AP studies
of Hyde and Freeman®. The fact that no new radicals are detected up to 190° C suggests that
AP and ADN do not share thermal decomposition pathways. However, photolysis
decomposition of AP and ADN may share similar pathways assisted by the NH,* ion. A
recent study of APeMnO, mixed crystal uv-photolysis shows that NH,* is necessary for
reduction of Mn’* to Mn?*.1¢
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PART 1l

Deformation, Fracture, and Initiation




ENERGY LOCALIZATION AND THE INITIATION
OF EXPLOSIVE CRYSTALS BY SHOCK OR IMPACT

C. 8. COFFEY
Naval Surface Warfare Center, White Oak Laboratory
g8ilver spring, MD 20903+5000

ABSTRACT

The initiation of chemical reaction in explosive crystals
during shock or impact is shown to be a solid state, quantum
mechanical, process not accessible by a classical continuum
approach. The process by which dislocations move in a solid is
analyzed in terms of quantum mechanical tunneling. The motion of
these dislocations significantly perturbs the lattice and creates
phonons which, for low dislocation velocities can cause local
ignition sites and for high dislocation velocities, c¢an have
energies sufficient to directly pump the internal vibrational modes
of the explosive molecules and cause rapid molecular dissociation.

INTRODUCTION

On the microscopic level irreversible plastic deformation of
a crystalline solid occurs by the creation and motion of
dislocations. This is a quantum mechanical process not totally
accessible by conventional classical analysis. It is suggested that
the motion of dislocations occurs by guantum mechanical tunneling
through the lattice potential well barriers since this is more
energy efficient than the usual approach that the dislocations
advance with the aid of thermal fluctuations that assist them in
going over the top of the lattice potential barriers. This will be
briefly developed and some results presented. The rate that energy
is dissipated in the lattice due to the motion of the dislocations
is developed by observing that this is a microscopic process in
which the local distortion of the lattice by a passing dislocation
signficantly perturbs the positions of those atoms or molecules
located near the path of the core of the dislocation. The energy
dissipated by the moving dislocations can lead to local energy
densities sufficient to cause ignition due to the shear stress
induced by mild impact and in the case of high amplitude shocks,
result in rapid multi-phonon molecular excitation and even
dissociation typical of detonations.

The Motion of Dislocations

By classical theory it is impossible to move the core of a
dislocation out of its initial potential well and into an adjacent
well when the energy of the core is less than the depth of the
potential well. Yet this process occurs during the plastic
deformation that most crystalline solids undergo during shock or
impact. It is possible that thermal fluctuations could enable the
dislocation to occasionally overcome the potential barrier and move
into an adjacent well. However, while thermal wnrouesses are
important, from an energy basis it .. m:ch more .ikely that
dislocation motion will occur by quantum mechanical tunneling. Long
before the thermal energy of a dislocation has reached a level
sufficient to 1lift it over the potential barrier and into the
adjacent well the dislocation will have achieved sufficient energy
to tunnel through the potential barrier and pass directly into the
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adjacent well.

Tunneling easily resolves the problem of the insurmountable
potential barrier posed by the classical picture. In order to
describe the tunneling process consider the 1length of the
dislocation to be composed of segments each one atom or molecule in
length. Thus, an edge dislocation N atoms or molecules long will be
made of N segments, each of which is bound to its adjacent core
segments by the lattice potential which holds the dislocation
together. We treat the dislocation core element of each segment as
a gquasi-particle and examine the probability that under the
influence of an applied shear stress a core segment will tunnel
through the potential barrier and arrive in the adjacent potential
well. The lattice potential that holds the dislocation together
also prevents any segment from advancing more than one atomic or
molecular spacing ahead of its neighboring segments. This same
assumption is implicit in the conventional view of dislocation
motion due to thermal processes.

Under the influence of an applied shear stress the quasi-
particles which form the core of the dislocation are forced against
the potential well barrier formed by their nearest neighbors. The
potential barrier, U, of importance is only that portion of the
lattice potential needed to be overcome to realign the extra half
plane of the edge dislocation with its nearest neighbor on the
other side of the slip plane. It is unlikely that we will ever know
the exact shape of the lattice potential well along the slip plane
especially for complicated molecular crystals. Therefore, consider
the simplest case of a lattice composed of square well potentials
of depth U and barrier width W. This simple picture should be
adequate for a general description of plastic deformation. It will
however overestimate the tunneling probability for the lower energy
daislocation segments that reside near the bottom of the potential
well because in a real solid the width of the potential barrier
will increase with well depth.

The probability, T, that the dislocation segment will tunnel
through the barrier along the slip plane is'

T= — (1)
1+ LB sip-m
ZEAA“
where
- e 2m, .. ; -
S(U~E) + i (1 E0 By ey )t 2
£) 2m(U~E)[x('ﬁ3(L Eyriz?mwl-, (2)

and x() = sinh() when E < U, and %() = sin{) when L . U.

Plastic Strain Rate

The plastic strain rate, dyp/dt, is

vy .
=L = Nvb, (3)

where N is the number of moving dislocations per unit area of
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surface, v is the dislocation velocity and b is the Burgers length.

The dislocation velocity is determined ky observing that a
dislocation residing in a potential well has both thermal and
applied stress induced motions. These cause the dislocation
segments to vibrate back and forth between the walls of the
potential well. Occasionally the segments may tunnel through the
barrier and transit into the adjacent well where they continue to
oscillate between the walls of the new potential well until
tunneling again occurs and the dislocation segment moves into the
next potential well, If v is the number of times that a dislocaticn
segment approaches a potential barrier, and T is the probability of
tunneling through the barrier, then vT is the average number of
potential barriers that the dislocation segment tunnels through per
unit time. With each successful tunneling event, the dislocation
moves a lattice distance b. To simplify things, it will be assumed
that a sufficiently strong thermal or stress gradient exists so
that mostly the dislocation segments do not tunnel back into a
previously occupied well. For this case, the average velocity of a
segment is approximately v ® vTb/t where t is the time interval. It
w1ll be assumed that the time for each successful tunneling event
is just the time for the lattice to rearrange itself to accommodate
the new position of the dislocation. This occurs at the local sound
speed, v,, so that the time required to accomplish tunneling one
lattice spacing is st = b/v,. The appropiate time interval over
which to average the dislocation velocity is just t = vat so that
the average segment velocity is just v = Tv,.

Since the dislocation is made up of a string of these core
segments, each of which is linked to its two nearest neighbors by
the lattice potential, the average velocity with which the
dislocation moves is v = Tv,. This form gives the correct limits
for the average dislocation velocity at very low shear stress
levels, 7 ~ 0, where T ~ 0 and at high shear stress levels, 7 >> 0,
where T - 1. Since T £ 1, the speed of the plastic wave will always
be less than or equal to the local sound speed.

The number of moving dislocations can be estimated by assuming

that the dislocations are created by !i sources vhose disleocations
intercept & unit surface area of the crystal. 10 eacn ¢f thesc
sources 1s assigned a probapility, p.(7;,, <Y creatiny &a new

dislocation pair at a shear stress 7 and a characteristic source
size, 1l,;, beyond which the newly created dislocation pair must
propagate before the source can create another dislocation ?alr.
The rate at which a single source can create dislocations is

an _., Y .
dr=.£1’3,.(.)-:;—- (-:}
The factor of  accounts for tne creation ¢! o aislocation par:. 1
7 does not depend strongly on time but resemiles o step tuncticrn,
7(t) = ru(tj, then tne number ¢i divlocations por source io
'a
ni{g, o ARSI AN &3 A o (4}

]
-

where the time t is the time from first application of the shock or
impact. These dislocations are expected to b« concentrated on the
slip planes that contain the source and torm o shear band.



Combining the above relations, the plastic strain rate from N,
dislocation sources that intercept a unit area is approximately

dy v,2b
Zip . 2_70
T 2T(x) T, P (T) Nt (6)

The plastic deformation rate given in equation (6) admits two
time regimes of interest. These are determined by the time required
for a newly created dislocation to move away from its source and
encounter an obstacle which forces it to stop. Let L, ne the
average distance between the dislocation source and an obstacle,
then at early times after the application of a shock or impact when
t < Ly/v the plastic strain rate is glven by equation (6). However,
at later times when t 2 Ly/v, the moving dislocations will begin to
encounter obstacles and will be forced to stop. For this case the
number of moving dislocations approaches a constant and the plastic
strain rate is determined by substituting t = Lj/v into equation

(6)

dY, . 2T(1) vybp (1) N.L,

de 1, )

Dislocation_ Energy

Assume local equilibrium, so that the energy density of a
dislocation in a lattice must be the same as the local energy
density of the host lattice. During shock or impact the energy will
have two components, one due to the shear stress of the shock or
impact and the other from the shear stresses arising from the
thermal background. Even for high level shocks most of the solid
will behave elastically as a Hooke's law solid and most of the
shear stress energy of the dislocation core will be elastic energy.
The average energy with which a segment of the dislocation core
approaches the potential barrier is approximately

L SAY% i
E = 26,39 (8)

where G is the shear modulus, 6 is the temperature and k is
Boltzmann's constant. The thermal energy with which a dislocation
segment approaches a potential barrier 1s just %k0. The effect of
thermal fluctuations about the mean temperature and the non-linear
contribution cf the core region to the energy have been ignored.

Comparison with Deformation Experiments

These results can be compared with the experimental results
of Campbell and Ferguson® who examined the plastic deformation rate
in a mild steel for differ:-* applied shear stress levels over a
wide raq?e r‘ f=n~eratures. e materlal constants were taken as b
= 3x107" m, = .5x10" m, 1, = 3%10%, v, = 5.5x10° n/s, G =
7. leo"dy/cmz, p = 8.6%10%kg/m’, U = .5%10'%ergs. The number of
dislocation sources per unit area was determined in conjunction
with the distance, L;, that a dislocation travels between its
source and a blocking obstacle. It was assumed that Ngmz = 1.
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Taking L, = 10“m, the approximate crystal size, then N = 10%m°?
The mass of a dislocation segment was taken as m ® pbf and the
volume, V, of the lattice that is perturbed by the presence of the
moving dlslocatlon was taken as a cylinderical disk centered at the
dislocation core and of height b and radius 7b thus V = 1500%. For
simpliecity, it was assumed that the amplitude of the applied shear
stress was large enough so that the source could readily create
dislocations allowing p (1) - 1.

Figure (1) shows the predicted behavior of the plastic
deformation rate as a function of the applied shear stress for
approximately the same temperatures as in the experiments of
Campbell and Ferguson. Excert for a less rapid increase in plastic
strain rate with increased shear stress at low temperatures and
lower shear stress, the predicted behavior contains all of the
essential features found in the experimental data. As noted at the
outset, the less rapid increase in strain rate at low shear stress
levels is due mainly *o the use of an idealized square well
potential in which the width of the bkarrier is a constant. The
correct solution would be to determine the width of the exact
potential barrier as a function of the quasi-particle energy and
solve the tunneling problem in a way that satisfies the Schrodinger
equation and the boundary conditions. A somewhat more realistic
potential which gives a better fit to the data is to let the width
of the potent1a1 barrier be W = Wy(sin(nEy/2E,))>, where W, =
.5%x10'%m and E, is the dlslocatlon segment energy when 7 2 0.
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Figure (1). Plastic strain rate due to tunneling through square
well potential barrier, LHS, and half sine wave barrier, RHS.
Predictions arc indicated by heavy 1line.. Alse shown is  the
experimental data of Campbell and Ferquson.'

The predicted rapid increase in strain rate with applied shear
stress that occurs at about y_ = 4 » 10" ¢° at all temperatures 1s
due to the tunneling probability approacning unity as E - U. This
behavior is evident in the experiments of Campbell and Ferguson and
has been observed in copper and # brass. The conventional
macroscopic constitutive approach is uvnat . -0 account for this
rapid increase in plastic st.. = rate at hiu.. shear stress levels.

At low shear stress levels a nearly non-thermal behavior was
observed in the experimental data. In the experiments of Caipbell
and Ferguson3 this regime was referred to as region 1. In the
present analysis this behavior can be attributed to the presence of
low level obstacles in the solid whicn impede the functioning of




the dislocation sources, p, << 1, at low shear stress levels. At
slightly higher shear stress levels, 7 > 10° Mpa, these obstacles
are overcome, p, = 1, and dislocation motion is determined by
lattice tunneling. These results can be extended to other
materials. The prediction of the dislocation velocity in lithium
fluoride crystals compares reasonably well with the experimental
measurements of Johnson and Gilman on LiF at several temperatures.‘
Finally, this analysis applies to both screw and edge
dislocations since the only difference between these is the
potential barrier that each type of dislocation must tunnel
through. This will only alter the tunneling probability, T, and
only for mid range shear stresses. The asymptotic behavior at very
high and very low amplitude shear stresses will be the same in both
cases as is seen in observations of dislocation velocities.®

High Amplitude Shock Loading

High amplitude shock loading offers a unigque analytical view
of plastic deformation because the energy with which the
dislocations approach the potential barrier approaches the barrier
height, E ~ U. The plastic strain rate at early times, equation
(6), simplifies since the thermal term can be ignored. In these
limits the average plastic strain rate is proportional to the
fourth power of the applied shear stress. Swegle and Grady have
observed that within a few tens of nanoseconds after the onset of
a high amplitude shock the plastic strain rate in a number of
different materials varied as the fourth power of the stress
level.’ Substituting representative values into equation (6) and
the applied shear stress 7 = 2 GPa gives dy/dt = 10° sV at t =
10%s, which is in the range of the experimental data.

Energy Dissipation During Rapid Deformation

To understand how energy is dissipated by moving dislocations,
observe that the motion of a dislocation through a solid
significantly displaces those atoms or molecules located near the
core of the moving dislocation. These atoms/molecules can be
displaced as much as d/10 or more where d is the lattice constant.
Dislocations moving at a speed v encounter the lattice potential at
a rate of v/d times per second and in the process disturb the
lattice at a frequency of 27v/d rad/s. The energy of this
disturbance is radiated away as phonons. Since in the case of high
amplitude shocks v can approach the local sound wave speed, these
phonons can have frequencies in excess of 10%rad/s which is
sufficient to pump the internal vibrational modes of most molecules
of interest. We have developed this view in some detail and will
briefly review it here.®7".8

Since explosive molecules are complicated affairs having many
atomic components (chiefly C, H, N, and 0), it is unlikely that the
stress field around the core of a dislocation in such a system will
ever be well known. Nor is this necessary in order to obtain
workable predictions of energy dissipation and localization in
terms of shear modulus and other known physical properties of the
crystal. In this spirit, we approximate the stress field v ai edge
dislocation in a lattice composed of exp.o.:™'= molecules by the
classical expression for the stress field of an edge dislocation in
a simple lattice composed of point atoms or molecules. The
interaction Hamiltonian can be written as®
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- X Gb . cos@ _ sinb
Hfumzm(l—v) - {(sin®+cosH) (-——-—dz ~a )] (92)

The shear modulus G provides a measure of the coupling between the
dislocation and the lattice. The gquantity v is the Poisson ratio,
r is the distance from the dislocation core, 8 is the angle between
the shear stress and the strain, d, and 4, are the lattice spacings.

The energy d1551pat10n rate due to the motion of the core of
an edge dislocation movxng through a lattice at a velocity v has
been determined to be’

dE _ 2 <A< . dT
L2=nT6? [(n, +1)dq+N}}m MD:_; ; P - k22,
Ey~E,~RY @, 5,
J=1
(10)
where

32n3p 1-v vy, d?

N is the number of moving dislocations, R is the radius of the
dislocation core, and p is the density. The quantity H' is the
interaction Hamiltonian coupling the moving dislocation with the
internal molecular vibrational modes. The last term in Eqn. (10)
describec the thermal conduction of energy from the shear band.

in order to obtain a closed form for the energy dissipation
rate that can be numerically evaluated, the assumption was made
that all of the phonons generated by the moving dislocation and
located in a freguency band centered about ¢ = 27v/d could be
approximated as being concentrated at the center frequency. The
additional assumption was made that the empirical dislocation
velocity-applied shear stress relation obtained by Gilman can be
applied to explosive molecules, v = vbeyp(-vo/1) ‘ The quantity 7 is
the applied shear stress, 7, is a characteristic shear stress of
the material. When these approximations are introduced into
equation (10) the rate of energy dissipation per unit length of
dislocation becomes®

N 1
dE _ 4nD'G*N -t AN < WAy dar
G g TN Re; Y | Y ; - K
A f,u I=1 E -E _,’}Zw .
2 [T 7.7-1
|

(11)

where o, ., = (27v,/d)exp(- 70/1)

The first terr of (11) arises from the first order transition
prnbahlllty and ic responsible for the dissipation due to low and
L~ tua velocity dislocations. Consequently, it reflects the °nergy
dissipation rate due to impact and low level shock. 'iae Ligher
order terms are mainly responsible for energy dissipation due to
relatively large amplitude shocks, since for these terms to be
important resonance must occur, ® ., = (E  -E_,)/h = 10" rad/s.
This requires that the dislocation veloc1ty approach Vo, Which
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only happens when 7 >> 7,. As resonance is approached, a very rapid
increase in the energy dissipation rate occurs. The high number
density of optical phonons, centered in a band about w = 27v/d,
produce multi-phonon resonant excitation of the internal
vibrational modes of the molecules of the host lattice. At
resonance the transition probability between adjacent vibrational
levels approaches unity. Only for the more widely spaced lowest
vibratioral levels are non-resonant conditions likely to occur.
Consequently, the energy dissipation-molecular excitation rate for
high amplitude shocks will be determined only by the products of
these few non-resonant lowest level transition probabilities. This
results in an extremely fast process in which energy is transferred
directly from the moving dislocations to vibrationally excite and
even dissociate the molecules that lie near the path of the
dislocation core.

The Onset of Reaction

What has been developed up to this point applies to both inert
and energetic crystalline materials. It is useful to examine the
onset of reaction in energetic crystals in the limit where the
energy density increases to a critical level, E, in at most a very
few locations and chemical reaction starts in only a few crystals.
The energy density in a shear band due to dissipation by moving
dislocations can be obtained by integrating eguation (11) with
respect to time. Dissipation begins just as the dislocations begin
to move, at the yield stress, 7 = 7_. Ignition will occur when this
energy density exceeds the critical level, E, and the shear bands
then become local reaction sites.

Assume an energy e, is required to cause a molecule to
dissociate. Early in the ignition, the number density of
dissociated molecules, N,, is approximately N, = (E - E )/e;. If each
of the reacting molecules releases an amount of eneray, u,, and
this initial energy release causes few if any additional molecules
to react so that no reaction growth occurs, the reaction energy
density is approximately U = u,(E - E)/e, where reaction occurs
when U > 0. The initial reaction energy in a lightly confined
charge is

2 - Jo l ' / )
U(t)=—2—°(i"—gc—we “arssnY o, LT <Arl> HHNW> g, g
0 J=1 fu :
E';-E.:"ﬁz (‘)]."1
PN

(12)

where the thermal term has been dropped for tast processes.

The first order terms in eguation (12) account for reaction
during mild impact. The energy dissipation is proportional to the
sguare of the shear modulus, G, which couples the 1interaction
betwee: the moving dislocations and the host lattice. Thus, all
else bk-:: ; nearly equal, the relative sensitivity of different
explosive :rystal * £ impact should varg as the ratio of the square
of tnoir resp. .ive shear moduli. Ar  impact insensitive
crystalline explosive would have a low shear modulus, as is the
case with the very insensitive explosive material TATB, which has
a graphite-like structure and shear modulus. Alternatively, an
intrinsically insensitive explosive molecule may release only a
small amount of energy, u,, upon dissociation or require a large
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amount of energy, e;,, to cause dissociation.

At relatively high level shocks, the molecular excitation
achieved by direct multi-phonon pumping of the interna. molecular
vibrational levels ky the high energy phonons can be offset to some
extent by molecular de-excitation due to decay of these excited
states. Depending on the material, relaxation of the molecular
vibrational level can be relatively slow, in which case molecular
excitation and dissociation will occur very quickly. This is
postulated to be the case with the explosives PETN, RDX and HMX
which are known to have very short reaction times. The explosive
TNT represents an intermediate case where the more rapid decay of
the excited states would partially offset the rapid multi-phonon
excitation resulting in a longer reaction time. A still more rapid
vibrational decay could seriously slow or even prevent multi-phonon
vibrational excitation to dissociation.

Extension to Multi-Crvstalline Explosives

Up to this point the development has been for a single crystal
for which a shear stress 7 has been applied parallel to one of its
slip planes and along the slip direction., However, real explosives
contain large numbers of randomly oriented crystals. To relate the
single crystal results to a multi-crystalline explosive, we assumed
that the slip planes of the crystals are randomly oriented in space
so that, on a unit hemisphere, the probability that a slip plane
lies in a plane with directions 0,4 is sinf8dBd¢/area of unit
sphere. The average shear stress on the slip planes of each crystal
was determined to be <7> = 7/7. However, many crystals will have
slip directions that are more closely aligned with the applied
shear stress and consequently experience greater dissipation. These
will cause fluctuations in the aveirage initiation properties.

Shock and impact experiments routinely measure pressure, P,
but seldom measure the shear stress. Even this pressure 1is an
averaged quantity since the crystals in a multi-crystalline
explosive charge are generally randomly sized and oriented and
consequently make uneven physical contact with their neighbors.
This uneven loading can introduce substantizl shear forces. The
maximum shear loading that could occur betueen crystals in uneven
contact is 7, ® P which produces a maximu average shear on the
crystalline slip prlane of <Top, ® P/7. I'ne ignition threshold
behavior of single crystals given in Egn. (12) can now be extended
to give the average ignition behavior of a multi-crystal explosive

charge by replacing 7 with <7>_ as shown in Figurc (2).
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Figure (2). Predicted ignition threshold behavior for a multi-
crystalline explosive charge. Transition to detonation-like multi-
phonon molecular dissociation occurs at 7 = 7,.

Comparison with Experiment

These predictions can be compared with the experimental
results on shock initiation of unconfined explosive charges
obtained by Liddiard, Forbes and Price.' In these experiments a
shock of known amplitude was sent down one end of an unconfined
cylinder of explosive and the particle velocity due to the onset of
reaction was measured at the opposite end.

To compare the predictions of Eqn. (12) for the onset of
reaction in impacted or shocked multi-crystalline explosives with
experimental results, let 7 = <r>_. ® P/m and assume that the very
initial reactions are not greatly affected by reaction growth. Both
theory and experiment show a similar onset of reaction at 1low
stress levels followed at higher stress levels by a much more rapid
reaction rate. In the experiments, the onset of very rapid reaction
at higher shock pressure levels has been identified as the onset of
detonation.'® The similar onset of fast reaction in the theoretical
analysis is due to the transition to fast multi-phonon driven
molecular dissociation that occurs when 7 = 7,. While 7, remains to
be determined for explosive crystals, it is unlikely that it will
exceed the levels associated with the alkaline halide materials, .1
< 7, < 1.0 GPa. The experimental data show that for different
explosive materials the average shock pressure required to cause
the transition to detonation ranges from about 1.5 to in excess of
6.0 Gpa.'" The average shear stress at which the transition to
detonation is predicted to occur in different explosives lies in
the range from .5 < <7> < 2,0 GPa which is similar to the range
of the expected values for 7,.

Eliminating or severe&y reducing the number of moving
dislocations during rapid deformation will reduce the number and
intensity of shock induced hot spots within the crystal. Carefully
prepared crystals of the explosives RDX, TNT ™! and PETN, with
limited defect content and few ...'c~czations, arv nearly impossible
to ignite at shock pressures often in excess of 40 GPa.''''? Similar
crystals of the same materials but with high defect/dislocation
content will ignite at shock pressure of 2 GPa or less.
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SUMMARY

A gquantum mechanical analysis of dislocation motion is
presented which suggests that tunneling could be the means by which
dislocations propagate in crystalline solids. The dissipation that
occurs in a crystalline explosiva during shock or impact is also a
quantum mechanical process which allows molecular excitation and
chemical reaction to occur at low shock or impact levels that are
impossible by conventional means and accounts for the transition to
a very rapid multi-phonon molecular excitation process at high
amplitude shock levels.
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THE IMPORTANCE OF STERICALLY HINDERED SHEAR
IN DETERMINING THE SENSITIVITY OF EXPLOSIVE CRYSTALS

JERRY J. DICK
Group M-7, M5 P952, Los Alamos National Laboratory, Los Alamos, NM 87545

ABSTRACT

Sterically hindered shear in a plane shock wave in an explosive crystal is shown to be
important in determining tne shock sensitivity of pentaerythritol tetranitrate and nitromethane.
The steric hindrance is anaiyzed at the intermolecular level in the unit cell, and compared t0
the experimental evidence.

INTRODUCTION

A plane shock wave induces a state of uniaxial strain in 2 homogeneous solid. The uniaxial
strain is accommodated by shear on a plane at 45° to the shock wave in an isotropic solid. In
a crysial the shear will occur on some crystallographic plane near 45° to the shock and along
some crystallographic direction on that plane near 45° to the shock direction. If the strength of
the crystal is exceeded, the shear deformation will be inelastic and immeversible. In that case
molecules on one side of the shear plane will be required to slide past molecules on the other
side of the plene. If the molecules are sterically crowded, closc approaches between atoms on
molecules on opposite sides of the shear plane will occur leading to possible direct mechanical
excitation and reaction. Therefore, shock cirections which require shear or slip on sterically
crowded slip systems will correspond to sensitive shock directions, especially at low stress
levels.

PETN ANALYSIS

Initial experimental results on pentaerythritol tetranitrate (PETN) for the crystal orientation
dependence of shock sensitivity were given in Ref. 1. It was found that shock waves parallel
to the {110} and {001} planes were sensitive because thev could not shear on the unhindered
{110} slip plane. The {100} and {101} shcck orientations were insensitive because they could
shear on the {110} eas; slip plane. This is illustrated in Fig. 1. More complete experimental
results and initial steric hindrance analysis results were provided in Ref. 2. The steric hindrance
analysis considered rigid molecules and looked for intermolecular atom-atom approaches closer

than 1.7 3. The number of close approaches was counted, and the atom-atom separations were
plotted as a function of the amount of shear across the unit cell. A more sophisticated an.. /sis
using molecular mechanics is given in Ref. 3. The initial analysis in Ref. 2 correlaied well
with the shock sensitivity. The steric hindrance was computed for motion of the body-centered
molecule across the unit cell. Since there are two molecules per unut cell, 1t 1s necessary to
consider the motion of the comer molecule also for a complete analysis. The results of this are
presented in Table I. The notable change is that now [uoi, shocks have more interactions than
{110] shocks. Therefore the steric hindrance ranking in terms of total number of interactions no
longer correlates completely with the shock sensitivity ranking. The [0t} and {110} cases are
interchanged for the two rankings. Therefore, it appears that the siiock sensitivity depends 1n
detail on the dynamical and quantum mechanical nature of the molecular interactions dunng
the inelastic shear occurring as the molecules pass through the shock wave. Mo= - histicated
analyses are warranted.

ELASTIC SHOCKS IN PETN

Recently it was realized that if steric hindrance to shear flow in umaxial strain is operanve
in PETN, then its effects should be manifested in the dependence of elastic shock strength on
crystal oncntation. The least hindered case would have the smallest elastic precursor, and the
most hindered case would have the largest elastic precursor wave. Hence, a series of impact
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Shock
\L 1100} ‘y
N\ / UNHINDERED SHEAR
\ {110} / INSENSITIVE

Shock
‘l, {110} é'
\ / HINDERED SHEAR
\ {100} / SENSITIVE

Fig. 1. Schema of the relative orientations of shock and shear planes. When the sterically
unhindered {110} plane is available for shear, the crystal is insensitive. When the shear planc
is hindered the crystal is sensitive.

experiments was performed. An aluminum projectile impacted a plus-x-cut quartz crystal 5 mm
thick. The PETN crystal slab (3 to 6 mm thick) was bonded to the quartz with Syigard 184
silicone elastomer. A mirrored polymethylmethacrvlate (PMMA) window was bonded to the
crysta! with the elastomer. The motion of the PETN/PMMA interface was monitored with a
VISAR laser interferometer. Transit time through the PETN was measured using a PZT pin
on the quartz crystal and the VISAR signal. Impact velocities were about 0.3 mm/us. The
longitudinal stress for the plastic wave was estimated to be about 1| 2 GPu. Only preliminary
analysis of the longitudinal stresses has been performed. In order of increasing size, the
longitudinal elastic stress is about 0 37 GG P« for a {100] shock. 0 38 ¢ Pa for a [161] shock. 1.0 G P
for a [110] shock. and 1 2 GPa for [001) shock. This is the same ranking as the steric hindrance
from least to most hindrance (Table I) providing convincing supporung evidence for the steric
hindrance model.

STERIC HINDRANCE IN SOLID NITROMETHANE

Explostve reactions have been observed in single crystais of mromethane when compressed
rapidly in a diamond anvil cell.” The behavior was dependent on crystal onentation. The crystal
deformation is neither hydrostatic nor uniaxial. Therefore the explosive behavior appears to
depend on the details of the deformation process dunng the rapid compression process and
therefore is not erntirely repeatable. Nonctheless it scemed worthwhile to analvze for steric
hindrance effects in nitromethane.” The analysis is not as complete as tor PETN since the
elastic constants, quasistatic slip svstems. and dislocation structures are not known A survey
was made for hindered slip systems. Results are shown in Table 11 The resulis show that
umiaxial strain in a [001] direction will be srongly hindered. Many other directions are nearly
unhindered. The results are not exhaustive. but they show that steric hindrance can olay a
role in solid nittomethane. If the crvstal deformation s such that the maximum resolved shear
stress is on a sterically hindered slip system such as fuet . then explosive reaction could occur

" rved due to bond breaking and subsequent reactions driven by the severe intermolecular
niwiactions dunng the sterically hindered shear in the unit cell,

SUPERCRITICAL SHEAR

Initially the inelastic or plastic shear process was modelled as due to edge disiocation
moion. In this case the shear is accommodated by these line lattice imperfections sweeping
through the crystal. The sterically hindered shear occurs along a hine at the termination of
the extra half-planes of molecules. Since PETN has two molecules per unit cell. there are



Table I. Atom-Atom Interactions for PETN.
Body-Centered Molecule  Corner Molecule

Closest Closest
Shock  MRSSe Slip Atom Number of Approach Number of Approach

Direction  System Pair Interactions (4) Interactions (A)
(100}  {110}<111> O-O 3 1.05 1 1.65
(101}* {100}<001> O-0 4 0.78 4 0.78
[110p* {100}<011> O-0 9 0.54 9 0.54
N-O 5 1.01 3 1.01

C-0 2 0.83 2 0.83

O-H 6 0.31 6 0.31

N-H 4 0.80 4 0.80

H-H 2 0.99 2 0.99

N-N 1 1.38 1 1.58

C-N 1 1.60 1 1.60

30 30

{091] {101}<101> O-0 3 0.86 12 0.86
C-0 4 0.71 6 0.71

O-H 6 0.11 10 0.11

N-H 2 1.01 2 1.00

C-N 1 1.52 1 1.52

N.0O 1 1.38 K] 1.00

N-N 0 2 1.58

17 38

sMRSS = Maximum resolved shear stres<
*Interactions are with the body-centered or tiie corner moiecule
but not both. for a given shear.

two adjacent half-planes. Recent analysis has shown that the critical shear stress in PETN
corresponding to the measured elastic shock strengths” ™ is approximately equal to estimates
of the shear strength of the perfect crystal® This 1s called supercritical shear, and imphes
simultaneous stip of onc part of the crystal over the other without regard to lattice imperfections
This makes the consequences of steric hindrance even more severe. It makes 1t more likels
that the endothermic intermolecular interactions will lead 10 runaway exothermic reactions and
explosion or detonation.

DYNAMICS OF THE STERICALLY HINDERED MOLECULAR INTERACTIONS

If direct bond breaking is 10 occur due to the intermolecular interactions dunng the shear,
the ime scale for the nteraction must be rapid. It seems worthwhile to make a rough estimate
of speed of the inter~. - The maximum velocity of propagation for a shear deformation
. wmar wave velovay. For PETN this about 1o mm us Or Lo nmsps. The length of the
Burgers vector in PETN is about 1 nm. Therefore the shear traverses the umt cell in about v«
picosecon:'s or 600 femtoseconds. The molecular mechanics calculation done by J. Ritchie 15
an equilibrium calculation.® For the case of slip for a {110} shock it shows a -0 - N -0
dihedral angle changing by 60° to 75 ° from equilibrium position in onc twentieth of the Burgers
vector (the resolution of the calculation). If for the sake of argument 1 assume that this takes
place dynamically, this angle change would be forced to take place in about 30 f». The natural

A A
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Table II. Atom-Atom Interactions for Nitromethane.

Shock/Slip Closest

Shock Siip Angle Atom Number of Approach
Direction  System (deg) Pair Interactions (A)
{101] {100}<001> 58.9 O-H 0 >1.70
[101]  {001)<100> 311  OH 0 >1.70
(011}  {010}<001> 54.1 O-H 0 >1.70
(110)  {011}<100> 50.2 O-H 2 0.97
0021 {101)<io1l> 58.9 O-H 8 1.16
H-H 7 0.29

C-H 4 0.36

N-O 4 0.89

C-C 1 1.14

0-0 3 0.39

N-H 2 1.15

C-0 1 1.11

N-N ny 1.53

31

(001] {101}<ill> 467 O-H 9 0.53
0-0 3 0.62

N-O 3 0.58

N-H 2 1.16

N-N 1 1.13

H-H 3 0.67

C-H 2 1.23

C-0 1 0.39

C-N g 1.21

27

frequency of this dihedral motion as a free rotor is 133 em~! in methyl nitrate.* Using an
estimate of 160 e~ for PETN, this corresponds to 55 fs for 60° of rotauon. The 60¢ angle
change is probably much larger than the amplitude due to thermal motion in the crystal. Thus
the sterically crowded intermolecular interaction happens on a time scale and with an amplitude
that can force direct nonequilibrium bond br::. a4y, and reaction.
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ABSTRACT

Energetic materials are of significant interest for scientific and practical reasons in the
extraction (mining) industry, space propulsion, and ordnance. The nature of the fracture process
of such materials under high acceleration is of particular interest, especially in ordnance. This
paper describes new experimental and analysis techniques that allow us to characterize
quantitatively and to compare the fracture surfaces of different energetic materials, and to deduce
the specific fracture mechanisms. The techniques are widely applicable to other composite

systems. In the materials discussed herein, topographical profiles spaced 1.0 mm apart across _

the fracture surfaces of two types of Octol have been obtained with a diamond stylus
profilometer. Spatial power spectra (wavelengths of 1.0 um to 1.0 cm) have been calculated
using a prolate spheroidal data window in the horizontal space domain prior to using a fast
Fourier transform algorithm. The spatial power density of the fracture surface profiles is found
in general to decrease with increasing spatial frequency over the region of interest. = | mm-l o=
1 eml, Quasi-periodic peaks corresponding to HMX particle sizes are observed in the Octol
spatial power spectra. These peaks indicate the inhomogeneous HMX grain size distribution in
the Octol fracture surfaces. Peaks in the Octol specua indicate that intergranular fracture often
occurs between the TNT and HMX grains. Fractal analysis of the Octol power spectral slopes
indicates the regions of deterministic. intergranular failure and the regions of the non-
deterministic, trans-granular failure through TNT or HMX grains. This non-deterministic
(fractal) failure is chaotic and may indicate the origin of failure in the sample.

INTRODUCTION

We have introduced several new fields of research to study the mechamcal behavior of
energetic materials during high acceleration by using an ultracentrifuge!, and to characterize the
mechanical failure surfaces of energetic materials by power spectral statistical techniques 24,
This work is particularly relevant to the future development of insensitive energeuc materials used
in weapons with higher acceleration.

We have underway a program for studying in detail the fracture behavior of TNT,
Composition B (59% cyclotrimethylene-trinitramine (RDX), 40% TNT. and 1% wax), and two
types of Octol (70% cyclotetramethylene-tetranitramine (HMX) and 30% TNT: = 83% HMX and
= 17% TNT) using an ultracentrifuge2-3. This program includes especially the study of the
characteristics of the fracture surfaces of the materials. In this paper, the results and conclusions
obtained from statistical studizs of the fracture surface topography along several parallel scans
across the fracture surfaces of two types of Octol are described.

TECHNIQUE

The fracture surfaces of the energeuc materials under study are obtuned by accelerating
prepared samples in a Beckman preparative model L8-80 ultracentrifuge. The sample under
study can be rotated up to 60.000 rpm (500.000 g). When the tensile or shear strength of the
object material is exceeded, a fracture surface is obtained. A diamond styvlus profilomete= has
been used to measure the topography of the surfuce after removal of ii2 sample. Prod - aave
been obtained at several locations spaced approximately 1.0 mm apart across the surface. Spatial
wavelengths along each trace of 1.0 pm to approximately 1.0 cm have been statistically
characterized. Spatial power spectra have been calculated from the data of the individual traces
using a prolate spheroidal data window6.7 applied in the hourizonta’ % ‘e domain prior to using a
fast Fouricr transform algorithm?®.

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1993 Materials Research Society
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RESULTS

The sample of melt-cast 70/30 Octol reported here was found to fracture at an acceleration
of 41,000 g at 25°C. The logarithmic normal crystal size distribution of HMX as specified by
military specification Class 47 is shown in Figure 1. The spatial power spectra of the fracture
surface profiles across traces g and h (see inset) of 70/30 Octol are shown in Figure 2. The
distribution of peaks in the spatial power density shows the inhomogeneous grain size of the
HMX in 70/30 Octol. The HMX grain sizes vary discontinuously from =0.1 mmto = 1.0 mm
in contrast to Class 4 HMX particle size in Figure 1. Figure 2 also shows how the
inhomogeneous HMX grain size distribution changes with location across the surface. In Figure
2 the spatial power spectra for 70/30 Octol falls off with increasing spatial frequency. The solid
and starred lines superimposed on the spectra traces are linear fits to the sections of the spectra
corresponding to the line lengths.
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Figure 1. HMX Panticle Size Distribution

The variation of the spectral slope across the surface is of considerable interest. In the
frequency interval 100 mm-! to 10! mm-! the spectral slope of trace g 1s -2.9. The spectral slope
of trace his -2.7 in this frequency interval. The absolute value of the spectral slopes tor profiles
¢ through h are plotted in Figure 3 as a function of the sample trace. The spectral slopes for
profiles i through m and c¢ through g are < -3. The fractal dimenston equals one for these
profiles. Peaks, that correspond to HMX grain sizes. as well as the fractal dimensions of one
indicate that, in general, intergranular failure is occurring at grain boundanes.

Fnrr spectral slopes, s, that lie in the range -3 < s < -2, the fractal dimension 15 given

s =-(5-2D), 1))

10-13
by

where D is the fractal dimension. Equatiin (1) indi~a+ 5 that the fractal dimension for profile h is
1.1. This chaotic failure indicates that ransgranula . .iilure occurs through the grain. The chaotic
region suggests that the origin of the failure is at the edge of the sample.
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The sample of sedimentation-cast 83/17 Octol reported here was found to fracture at an
acceleration of 60,000 g at 25°C. The logarithmic normal crystal size distribution of HMX as
specified by PIC Material Specification for Sedimentation Cast Octol!4 is shown in Figure 4.
The spatial power spectra of the fracture surface profiles across traces a and f (see inset) of 83/17
Octol are shown in Figure 5. The distribution of peaks in the spatial power spectra shows the
inhomogeneous grain size of the HMX in 83/17 Octol. The HMX grain size varies
discontinuously from = 0.1 mm to = 1.0 mm in contrast to to the HMX particle size distribution
used in sedimentation cast Octol as shown in Figure 4. Figure 4 also shows how the
inhomogeneous HMX grain size distribution changes with location across the surface.

In the frequency interval 108 mm-! to 10! mm-! the spectral slope of trace fis -4.1. The
spectral slope of trace a is -2.4 in this frequency interval. The absolute value of the spectral
slopes for profiles a through f of 83/17 Octol is plotted in Figure S as a function of the sample
trace. The spectral slopes of sample traces g through | and c through f are < -3. The fractal
dimension equals one for these sample traces. Peaks that correspond to HMX grain sizes, as
well as fractal dimensions of one, indicate that, in general, intergranular failure is occurnng at
grain boundaries.

The fractal dimension for profiles a and b are 1.3 and 1.2, respectively. Ths chaouc
failure indicates that failure occurs through the grain: transgranular failure. The chaotic region
suggests that the origin of the failure is at the edge of the sample.
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Figure 2. Spatial power spectra of the “racture suriace . .cs for sumple traces ¢ and h of 70/30

Octol. The locauons of the pronle waces across the sample surtace are shown i the inset
Diamond stylus horizontal spacing is 0.004 mm.
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DISCUSSION

The results of Figures 2-3 show clearly that the fracture process under high acceleration
of our 70/30 Octol sample tends to occur between the TNT and HMX grains. The results of
Figure 3 show that the grain-boundary determination of the fracture is strongest at the center and
at three of the four edges of the sample. A fractal dimension of 1 for these profiles is consistent
with this interpretation. Figure 3 shows that transgranular failure occurs at one edge of the 70/30
Octol sample. The fractal dimension found for the other edge trace is consistent with this
interpretation.

The results of Figures 4-5 show clearly that the fracture process under high acceleration
of our 83/17 Octol sample tends to occur between the TNT and HMX grains. The results of
Figure 4 show that the grain-boundary determination of the fracture is strongest at the center and
at three of the four edges of the 83/17 Octol sample. A fractal dimension of 1 for these profiles is
consistent with this interpretation. Figure 5 shows that transgranular failure occurs at the other
edge of the samrle "™~ fractal dimensions found for two traces at the same edge are consistent
with this interprets -
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Figure 5. Spectral slopes versus profile location a through f of 83/17 Octol for spatizl
frequency interval 100 mm-! to 10! mmr!.

CONCLUSIONS

Understanding of the fracture and rupture of energenic materials subjected to high
acceleration is a key to better practical designs in several fields. including ordnance. the extraction
industry, and space propulsion. In surh applications the materials can often be subjected to high,
fluctuating, and/or sustained accelerations. We have introduced fractal concepts and techniques
to characterize the fracture surface topography of energeuc materials obtained at high acceleration.

1ese concepts have provided new statistical ways to characterize grain sizes of explosives. 0Of
particular importance, these experimental and analysis techniques now .. > jJantitative
comparisons to be made between different energetic materials so that improvements and changes
in cast and composition of energetic materials can be verified. These concepts have also provided
unique insights into the fundamental physics of the fracture process of explosives. For example,
we have demonstrated that in general intergranular fracture occurs at grain boundaries or between
grains in a mixture. We have also observed chaotic transgranular fracture through e grain that
may indicate the origin of the failure in the sample. We have also shown that the chaotic failure at
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the sample edge appears to be similar for 70/30 Octol and 83/17 Octol. This is in contrast to
chaotic failure through the sample center observed for Composition B and TNT>. The origin of

the chaotic failure varies systematically with the percentage of TNT in the composition.34

This work, both in the laboratory and in the field verification, is a major breakthrough in
improving the understanding of the behavior of energetic materials during the gun launch
process. This work also confirms that the value of relatively inexpensive laboratory experiments
conducted in an ultracentrifuge, combined with sophisticated analysis and statistical techniques,
can provide important new discoveries that are relevant and important to the gun launch process.
We believe the experimental and analysis techniques used here have wide applicability in future
studies of energetic materials,
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ABSTRACT

The metal azides (or azido complexes) of La, Ce, Ti, Fe(lll), Co, Ni, Pd, Ag, T, Cd,
Sn, Sb and Bi have been synthesised and subjected in situ within a high resolution transmission

electron microscope, to electron-beam fluxes (ca 0.1-1.0 A/cm?) to induce rapid decomposition.
The materials, which are highly energetic and some are reportedly explosively sensitive, were
carefully handled during synthesis to avoid mechanical shock, and only microgram quantities
were decomposed whilst on holey carbon support films. In all cases beam-induced decomposition
was very rapid. The exothermicity of the reaction induced in the beam promotes vigorous melting
which either precedes or is accompanied by radiolysis. The net result is a rapid evolution of
nitrogen (product) gas, which causes atomisation and spallation of the metal products. These

molten metal particles are hard landed on a 300-500 um? area of the support film with diameters
in the nanometre size range. Data is presented on the synthesis of the azides, the natre of the
beam-induced process as well as representative electron micrographs of some of the pristine
starting materials and the nanoparticulate products.

INTRODUCTION

Inorganic metal azides and azido-complexes form a set of energetic materials that
reportedly decompose explosively with high brisance when exposed to thermal and mechanical
shock [1]. As a novel route to form clean and reactive nanoparticles in siti in a high resolution
electron microscope (HREM) we have initiated a study of the electron-beam decomposition of a
series of these azides. Decomposition was carried out under an electron flux of approximately
0.1-1.0 A/ecm? within the microscope. Such experimental conditions offer exposures involving
very large localised electron densities - a plasma of ionising radiation capable of simultaneousty
inducing radiolysis and pyrolysis. Under certain circumstances, it is possible. to subject samples
in vacuo 1o deposition of the entire available energy over an area subtended by the beam (16). In
these cases energy depositicn is highly localised and the experiment requires only nanogram
quantities of pristine material. This requirement of nanogram quantities is an important advantage
of the technique given the apparent explosive nature of these materials.

Classification of the me.al azides in terms of their sensitivity and energy release on
explosion is difficult - for example see Chapter 1, reference 1. A simple criteria which may be
used is by their bond strengths i.c. by the formal ionicity of the M--N bond. Using these criterion
the azides under investigation here range between 63 and 30% ionicity (with Pd the exception at
13%). However, not all the azides, unlike the halides, are simple compounds. Different metals
result in varying complex bond structures. A more definitive classification tahes into account the
complexity of the various types of bonding and results in a division of the metal azides into 5
distinct classes - i) normal, N: ii) mixed, M; iii) hetero, H; iv) azido complexes, C: and v) metal
organo complexes, O. These abbreviations are included in the synthesis below to indicate the type
of azide formed.

Although the method of syr-he<is of these solids has been reported [ 1], apart from their
explosive proneriics. little attentic.. w.as been given to studies of their physical and chemical
behaviour when exposed to decomposition-inducing stimuli. For instance, data are not available
on their behaviour when exposed to sufficient electron flux densities, in vacuo, to induce
decomposition.

We report here on the synthesis, handling procedure and electron beam decomposition of
these solids. We also present selected examples of the nanosized particles after atomisation.

Mat. Res. Soc. Symp. Proc, Vol. 296. ©1993 Materials Research Society




EXPERIMENTAL

Binary metal azides of Ti, La, Fe(IIl), Co, Ni, Pd, Ag, Cd, T1, Sn, Ce and Sb have been
produced by the metathetical reaction of the corresponding chioride (or nitrate) with sodium azide
or potassium azide in aqueous or ethanolic solutions. When necessary the pH of the solution was
adjusted to prevent hydrolysis. In some instances, depending on the type of bonding, azido
complex anions may be formed which precipitate as the sodium or potassium salt (for example in
the cases of Sn, Ni and Ce). In other cases (e.g. Ti and Sb) a dichloride-azide complex of the

type (N3ClI3)" results.

We have not verified the stoichiometry of the synthesised materials; they were prepared
following the procedures indicated in reference 1. After precipitation the final products were
subjected to repeated washing to remove the impurity ions in solution. Each batch of crystals,
however, were subjected to an in situ chemical analysis in the electron microscope prior to
decomposition using Energy Dispersive X-ray Analysis. Abbreviated details of the synthesis of
each of the azides is given below, with comments concerning stability and purity. In each case,
unless otherwise noted, stoichiometric amounts of reagent grade quality reagents were used.
More specific details regarding the full synthesis procedure will be found in reference 1.

Titanium azide Titanium chioride and sodium azide in acid (HCI) solution produced a white
flocculate precipitate (M) of Ti(N3)Cls which was washed several times with water. Reportedly
the material is sensitive to rapid heating and mechanical shock [2). The material decomposed in
the beam, dispersing Ti metal.

Manganese (l) azide Manganese (II) chloride was reacted with sodium azide in ethanol to
produce a white precipitate (C) of basic (OH)Mn(N3) on standing. It reportedly explodes above
21 t8h OC in a flame [3) but is not sensitive to mechanical shock. The material decomposed readily
in the beam.

Ferric azide Ferric sulphate was reacted with sodium azide to form a dark red precipitate (which
on evaporation yields black-brown crystais of ferric azide) (N) {4]. The precipitate was repeatedly
washed until free of sulphate ions. '

Cobalt azide A solution of cobalt nitrate (Co(NO3).6H,0) was reacted with a sodium azide
solution to form a precipitate of cobalt azide (N). The solution was slightly acidified to reduce the
likelihood of the hydrolysis of the azide to form (OH)Co(N3). This material reportedly explodes
with high brisance when shocked thermally or mechanically and its sensitivity is the highest of all
metal azides [4,5].

Nickel azide Nickel azide forms a complex hexa-azidonickelate(lI) ion [Ni(N3)g) 4- when a
nickel sulphate solution is mixed with a tenfold excess of potassium azide, and precipitated in
alcohol. The white precipitate (C) (presumably the potassium salt) contained traces of potassium
sulphate and was washed several times by decantation to remove traces of the sulphate ion before
use. The material deflagrates but reportedly is not sensitive to mechanical shock [6].

Palladium azide A dense brown-black solid (M) resulted from a mixture of palladium chloride
and sodium azide. The azide is very sensitive to heat, friction and impact and reportedly cannot be
dried without exploding [7]. This material was found to explode when subjected to intense
irradiation in the beam. No further investigations were carried out.

Silver azide The synthesis of silver azide (N) has been described elsewhere [8]. The material is
photosensitive and explodes when heated rapidly at 300 OC. 1t was stored in the dark in
ammoniacal solutions until use.

Cadmium azide A white crystalline solid (N) which tends to hydrolyse is formed when a solution
of cadmium nitrate is reacted with azide ions. To minimise the formation of basic products the
reaction is carried out in ethanol using potassium azide. The material is certainly an explosive but

its »ensitivity is questionable. Reportedly it decomposes with explosion between 190 ard 330 °C.
Depending upon sample amennt {5, crystal size [10] and loading density [11], however, it has
also bee- reported to explode spoutaneously at room temperature {11]. The material decomposes
readily in the electron microscope.

Thallium azide This material is very sensitive in thin layers. It explodes but with low impact
sensitivity. The white, dense solid (N) was made by mixing a thallium sulphate solution with
warm sodium azide [12].
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Tin azide The sodium salt of the [Sa(N 3)5]2’ complex forms a white precipitate (C) when tin
chloride is mixed with excess sodium azide in aqueous soluiion. The precipitate is reportedly not
very sensitive and deflagrates when shocked thermally, but is stable to impact [13].

Antimony azide When antimony chloride is mixed with potassium azide in ethanol a white
flocculated precipitate (M) results. It has been reported [14,15] that the material is antimony
azidochloride or chloroazide, SbCl4N3. The material explodes when mechanically or thermaily

shocked. Decomposition begins at 1070C followed by melting at 131 °C and explosion. This

material decomposes with melting in the electron beam.

Bismuth azide When bismuth nitrate is dissolved in hot HCI and then a solution of sodium azide

is added to slight excess an immediate, slightly-pink, precipitate of the azide forms (M?). No

details on the stability of this compound are available but it readily melts and decomposes in the

electron beam,

Cerium azide Cerium sulphate slightly acic'ified with sulphuric acid to prevent hydrolysis, on

reaction with sodium azide reportedly forms a basic azide complex (C) of the type

(N3)2CeOCe(N3); or (OH);CeOCe(N3)(OH). The material was used as synthesised and
metallic cerium on electron beam decomposition after premelting,

Lanthanum azide Lanthanum chloride, slightly acidified with HCl, was added to a sodium azide

solution to produce a light-brown very fine precipitate which settled on standing. Again, as for Ce

above, this is most likely a basic azide (C). The material was used as synthesised.

& Although among these materials are reportedly some of the most sensitive azides (e.g. Co)
other more familiar explosive azides (which are known to be hazardous in small quantities e.g.
copper, lead, mercury) were not examined. Now included in this later group is palladium azide
which we found to explode when exposed to the electron beam in the microscope and was not,
therefore, examined further.

Since, in general, these materials are highly energetic and explosively unstable, it was felt
that minimisation of mechanical shock should be of paramount importance. As a result only moist
materials were handled. Only when small micron-sized samples were withdrawn for deposition
on the grid for electron decomposition were the crystallites allowed to dry. The method of beam-
decomposition has been reported elsewhere [16]. The microscopes used were a JEOL 2010
HREM and a Philips CM12. Both microscopes had EDAX and EELS attachments.

The quantity typically covered directly by the beam at low magnification 1s approx*mately

10 um x 10 um in size. It was felt that microcrystals below ~10 um? should be safe t« «t-dice
in situ. We were guided in selecting this value by the previous work of Bowden er al |1 /] who
reported that particles of AgN3 that had been melted in the beam and resolidified into beads did

not explode below a particle size of ~40 pum when exposed to the electron beam.
RESULTS AND DISCUSSION

The metal azides synthesised in this study are microcrystalline aggregates of varying
morphologies. Figure 1 illustrates micrographs obtained. Prior to decomposition a microcluster

approximately 1-5 um in size is selected such that the particles generated from the atomisation can
be dep ssited unhindered onto the holey carbon.

With the exception of palladium al: of the azides melted during or prior to decomposition.
The molten materials did not wet the holey carbon substrate. The azides (La. Ce. Fe(III), Co. Ni.
T1, Cd, Sn, Sb and Bi) behave similar to silver azide on electron decomposition: after melting, the
(exothermic) decomposition results in a rapid evolution of nitrogen gas and a spalling of fine
particles radially from the central molten bead. A typical example of the process is shown in
Figure 2 for thallium azide. Some azides melt and decompose readily (T1, Sn. Co, Ag) others
require a longer, more intense exposure (Ni, Sb, Ti, Ce, Mn). However, all pen=r - metallic
nanoparticles in the size range from ca 100 - 1 nm. There . are eproducible .. predictable
provided stringent handling conditions are used.

Depending on the electron flux and size of the pristine cluster, either individual (i.e.
separate) or overlapping particles can be generated. Their size and density vary with distance from
the decomposing bead for a given azide but the overall effects are similar; the larger particles lie
closest to the «.. In virtually all cases the lower size limit of the particle is less than 10 A.
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Figure 1. Electron micrographs obtained from the starting azide materials for (a) silver and (b)

palladium azide.

Figure 2. Transmission electron micrograph illustrating the distribution of particles from thallium
azide.
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Typically, the particle density (i.e. number of particles per unit area) reaches a maximum of 300 at

a distance between 1.75 and 2 um from the source. In addition to the variation in size and
density, the particle morphology also varies considerably across the size range. All the
conventional shapes described by Uyeda [18] from metal smokes have been identified. Some
morphologies are shown in Figure 3.

(@) ®

Figure 3. Particle morphoiogy for microcrystallites resulting from (a) bismuth and (b) thallium
azide.

Figure 4. Defective crystallites obtained from decomposition of thallium azide.
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While the majority of the nanoparticles appear to be single crystals, some contain intrinsic
defects, principally stacking faults and twins (Figure 4). Multiply cwinned particles are also
formed. The formation of defects in these particles may be as a result of the hard landing the
molten particle makes with the substrate. Also, the particles are travelling at a high velocity and
can induce a high local temperature on impact. Computer simulations of a cluster travelling at 3
kilometres/sec onto a substrate surface can induce a local nano-shock phenomena of up to 106
kPa and kinetic heating to over six times room temperature (>3000K) {19]. These impacting
molten particles may thus act as initiation (nucleating) sites in surrounding material.

Notwithstanding this hard landing effect, the method is a viable technique for the
generation, as required, of nanosized metal particles at specific locations on the grid in situ in the
HRTEM repeatedly. Initially the nascent particles appear to be protected by the evolving nitrogen
gas, and subsequent interaction with the vacuum gases can be monitored over a period of time.
Further details of these studies will be reported elsewhere [20].

The reason for the absence of explosion/detonation in these materials of known ultra-
sensitivity is most likely that suggested by Bowden previously for cadmium, lead and silver

azides [17]. He exploded these azides in a 200 pA, 75 keV electron beam but concluded that a
critical size is required for the hot spot to initiate explosion. He showed that the critical size has to

be ca 26-46 um. Our materials are polycrystalline with the actual microcrystallite size at least
several orders of magnitude below this value. Indeed we have deliberately sought out ultrafine
particles to prevent such explosions from occurring in the microscope.

The behaviour of Pd azide is anomalous. Admittedly it does have one of the lowest M-N
bond ionicities (the lowest is Au-N[1]) and it is reportedly extremely sensitive. Notwithstanding
we were able to obtain micrographs of this pristine material (Figure 1(b)) and oniy on exposure to
an intense focused beam did the material explode. We conclude either that the hot spot is much
smaller in this azide or that the dense black material aggregates or packs in such a way as to have

a much higher density of material in a ca 1 um clusters studied.
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ABSTRACT

Deformation of cyclotrimethylenetrinitramine (RDX) and ammonium perchlorate (AP) crystals
at low strain rates was studied by diamond pyramid (Vickers and Knoop) microindentation
hardness testing. RDX is two to three times harder than AP and has relatively limited slip
system activity. While both crystals readily crack, cracking did not reduce hardness in RDX but
did in AP. Strain fields surrounding the hardness impressions in RDX were extremely localized
while in AP they extended well beyond the impressions. Shock experiments were conducted on
large (5-9 mm), single crystals in a fluid-filled tank designed to permit high-speed photography
and sample recovery. Reaction threshold was obtained by varying the shock pressure entering
the crystals. Shock-entry orientation and large hardness impressions were used to alter
microstructural responses. High-speed photography showed luminous crack propagation and
reaction in both materials and the same slip deformation in AP as from hardness testing.
Orientation affected the microstructural response and reaction threshold for AP, and hardness
impressions sensitized chemical decomposition far from the impressions. Recovered AP
crystals were much more plastically deformed than RDX crystals and were often still transparent
in the region opposite shock entry. Recovered RDX crystals, at even the lowest shock pressure
of 8.6 kbar, were uniformly white from a high density of fine cracks. RDX reaction threshold was
~62 kbar versus 17 to 24 kbar for AP, depending on crystal orientation to the shock wave.

INTRODUCTION

Several experimental studies have shown that materia! microstructure influences the shock
reactivity of energetic crystals. Dick! determined that reaction was a function of crystal
orientation relative to planar shocks in large single crystals of pentaerythritol-tetranitrate
(PETN) . In addition, Dick? found increased shock sensitivity for PETN crystals which had been
microscopically damaged with gamma radiation. For two production lots of cyclotetramethylene-
tetranitramine (HMX) from different manufacturers, Green and James> observed increased shock
sensitivity in HMX/Viton formulations which contained crystals from the lot with the higher
concentration of defects. The current work was undertaken to demonstrate that chemical
decomposition from shock interaction with relatively defect-free crystails of AP and RDX occurs
preferentially at sites of microstructural damage resuiting from operative slip and cracking
systems. It was also of interest to assess the effect that large strain centers have on the shock
reactivity of these materials.

EXPERIMENTAL APPROACH
Large (>1 cm edge dimensions), optical quality, single crystals of AP and RDX were provided,

respectively, by T.L. Boggs of the Naval Air Warfare Center, China Lake, CA and H. Cady of the
Los Alamos National Laboratory, Los Alamos, NM. Smaller (approaching S mm in size) RDX
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crystals of lesser quality were grown.* The microstructural response of crystals tv quasi-static
loads was determined by diamond pyramid (Vickers and Knoop) microindentation hardness
testing. The residual impressions were analyzed in detail to yield information about slip and
cracking systems, the size and character of the cumulative dislocation strain fields surrounding
the impressions, and the effect of cracking on hardness with increasing applied load. Vickers
hardness testing was used in the quasi-static studies on the (001) and {210} cleavage surfaces

of AP.3-7 In RDX, Vicxers and Knoop indenters were used in similar studies on the (120), (010),
and (210) growth surfaces. 89 It was of interest to determine if the microstructural response of
these crystals to the quasi-static loading of the hardness indenter would be similar to the high
rates experienced during shock loading.

Shock loading experiments were conducted on AP and RDX samples in different orientations,
with and without purposely included macroscopic strain centers, and over a range of shock
pressures. Since the effect of microstructure on shock reactivity was determined primarily in
post-shock analyses, the experimental arrangement was designed for "soft" recovery of the
crystals. The arrangement3:6 consisted of a closed chamber, mostly filled with mineral oi’, that
had ports for backlighting and photography. The shock pressure entering the crystal was
controlled by its separation from a Reynolds RP-80 detonator containing ~200 mg of explosive.
The spherically diverging shock front from the detonator is conceptually similar to hardness
testing with a large ball, except that the strain rate for shock loading is orders of magnitude
greater. A diverging shock, in contrast to a pianar shock, permitted the desired activation of slip
and cracking systems. The crystal was suppore:i on transparent tape, for a clear field of view
with the high-speed camera, above a block of oil-s0aked foam. Immersion 1n a fluid and capture
of the shocked crystal in foam permitted recovery, even for shock strengths near the reaction
threshold. Unlike RDX, HMX, and PETN explosive crystals, threshold reaction in AP would
likely quench, allowing recovery of the sample for post-shock analyses.

For the shock experiments, AP samples with edge dimensions of 5 to 9 mm were cleaved from
larger crystals, whereas RDX samples of similar size were remotely cut using a metallurgical
saw and then solvent polished with a mixture of cyclohexanone and acetone. Optical
transparcucy of the crystals was advantageous for in-depth viewing during shock passage with
an image converter camera recording at rates of 2 to 5 million frames per second. Prior to the
shock loading of some crystals, localized regions of increased lattice defects and strain were
created by placing Vickers indentations in exterior surfaces. A number of shocked crystals were
recovered for subsequent microstructural characterization and chemical analysis. Microstructural
characterization was performed using hardness testing, light microscopy, and scanning electron
microscopy.>’ Bulk decomposition measurements of AP with liquid ion chromatography (LIC)
were obtained to determine the reaction threshold. Another crystal with several indentations
was shocked near the reaction threshold and cleaved at indentation sites for spatially specific
measurements of decomposition in the crystal ir."erior by means of x-ray photoelectron

spectroscopy (XPS).710 Chemical etch pitting on another cleaved surface was used to map

dislocation densities within the shocked crystal.}! XPS measurements were also obtained for
shocked RDX crystals, but these had 1o be broken open 1o expose the interior.

CRYSTAL DEFORMATION AND MICROSTRUCTURAL CHARACTERIZATION

For the (210) and (001) surfaces of AP, details of Vickers impressions and the associated slip
and crav: . .z were shown in transmitted and polarized light micrographs.® The ease of plastic
deformation in AP is shown in Figure 1 with micrographs® emphasizing surface relief, viewed
with ransmitted light that was partially obstructed before entering the crystal. On the (210)
surface, there is a (001) crack extending from the upper comner of the impression and a very
shallow trough extending in the +{001] directions far from the impression. Prominent deep
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(A) (210) Surface (B) (001) Surface

Fig. 1. Surface relief at Vickers hardness impressions in AP.

troughs were found on the (001) surface with
large cracks in them. On the (210) surface of
RDX, the micrograph of an impression in Figure
2 shows extensive cracking and extremely
localized plastic deformation. A micrograph9 of
an impression on the (001) surface of a Holston
Class D RDX crystal showed similar behavior.
RDX is brittle with limited slip system activity
and, therefore, readily cracks to accommodate
the indenter. AP is more ductile, exhibiting a
larger number of slip systems, but still readily
cracks because of dislocation interactions.

For the (210) surface of RDX, the diagonal
length of indentations when squared was - ’
proportional to the indenter force ; that is, RDX VHN =25 kgf/mm?
had constant hardness despite the cracking.”

By comparison, the hardness of the (301)> and
the (210)7 surfaces of AP decreased with
increasing load, ecpecially for the (210) surface. Also, RDX is two to three times as hard as AP.
The effect of cracking in AP is to dissipate at least a poruton of the strain energy in the vicinity of
the impressions, whereas in RDX the strain encrgy is stored.

Fig. 2. Cracking at a Vickers hardness

SHOCK LOADING

AP crysials were subjected to shock entry inte both the E3: } and (001) surfaces. High-
speed photographs in which the (00., sut~-.. was viewcd 1itowing shock entry into the {210}
surface were shown for shock pressures in the crystal of 16.7 kbar® and 24.4 kbar™7. Two
experiments were performed at 24.4 kbar because this shock pressure was the reaction threshold
determined by LIC on the recovered crystals, as will be discussed. The high-speed photographs
showed, aithough not in each experiment, a luminous shock front, distinct diagonal lines
immediately behind the front that were attributed 10 the primary (100)[001) and secondary

impression in RDX (210) growth surface.



(010)[001] slip systems observed in hardness testing, a moving luminous band that appeared to
be a propagating crack, and light in the vicinity of indentations appearing ~1 ps after shock
passage that was presumably due to chemical reaction. Several crystals subjected to shock
entry into the {210} surface were recovered intact after experiencing pressures as high as

38.5 kbar. These crystals had extensive plastic deformation and clouding near the shock-entry
surface that lessened with distance into the crystal. As shown in Figure 3 for a crystal recovered
from a shock loading of 24.4 kbar, the bottom section of the crystal (opposite shock entry)
remained transparent. Near the shock-entry surface of that crystal, there was a two orders of
magnitude increase!! in dislocation density with a number of large, widely-spaced cracks. The
damaged region seen in Figure 3 was outlined in the high-speed photographs’ immediately after
shock passage, thereby indicating the promptness at which the damage occurred relative to the
shock loading. _

High-speed photograpt:s of shock entry into the (001) surface of AP, while viewing the (210)
surface (orthogonal to the orientation just discussed), showed no microstructural features or
luminosity within the crystal during or following shock passage. After the shock exited from the
bottom surface of the crystals, there was below each crystal a zone of luminosity attributed to
chemical reaction. The recovered crystals 1. cre cracked apart on (210) planes and also
sometimes on (110) or (230) planes, all of which are orthogonal to the shock-entry surface.’
Also, there was less cloudiness in the recovered crystals compared to those shocked in the othier
orientation. Thus, the microstructural response and luminous indications of reaction were
dependent on crystal orientation.

RDX crystals were shock loaded, primarily through either the (100) or (010) surface while
viewing the (001) growth surface, over a pressure range of 8.6 to >129 kbar. There was violent
reaction only for the crystal in direct contact with the detonator (>129 kbar). For a shock
pressure of 129 kbar there was prompt luminosity from reaction and only 9.7% of the crystal was
recovered. Two crystals, each having indentations on the (100) shock-entry and (0G1) viewed
surfaces, were shocked at 61.6 kbar and mostly recovered. There was only one small zone of
luminosity near the shock-entry surface appearing in the first experiment, and in the second
experiment there was light emission from the viewed edge of the (010) side. In both
experiments, the luminosity appeared ~2 ps after shock passage, and there was no evidence that
the late luminosity was associated with the closest impression. In addition to hardness
impressions on exterior surfaces, the crystal in the first 61.6 kbar experiment had a
predominantly (010) stress crack that was centrally located. This internal flaw did not emit light
during shock loading. While shock pressures of 129 and 61.6 kbar are high relative to those
causing light emission in shocked AP, they bracket observations!2 by Forbes et al. on RDX
single crystals shocked at ~100 kbar. These crystals, which were immersed in water and
shocked by a 50.8 mm diameter by 50.8 mm long cylinder of 50/50 PETN/TNT, showed light
emission for 6 us and what appeared to be reaction, but not instantaneous consumption of the
crystals.

All of the recovered RDX crystals or fragments were uniformly white throughout from a high
density of fine cracis, even at the lowest shock pressure of 8.6 kbar. This is illustrated in Figure
4 for a crystal that had been shocked at 16.3 kbar. Rather than the crystal being plastically
deformed like AP, the only extensive deformation occurred from the {210} system of cracks near
the shock-entry surface. During the shock loading of this crvstal, a luminous crack with the same
orientation was observed on high-speed photographs. In all RDX experiments. ransmission of
backlighting through the crystals ceased immediately after sh- =~k passage, prv - y due to the
creation of the fine crack system observed in the recovered crystals. The opacity of these
shocked crystals, in contrast to shocked AP crystals which were still somewhat transparent,
allowed only surface observations with the high-speed camera. This was a disadvantage for
observing luminosity due to chemical reaction which, as will be discussed, occurred primarily in
the interior of the recovered AP crystals.
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after shock loading at 24.4 kbar. after shock loading at 16.3 kbar.

CHEMICAL ANALYSES OF RECOVERED CRYSTALS

For AP crystals recovered from shock loading through the {210} surface, LIC measurements
were made for chloride, nitrite, nitrate, and chlorate. For a range of shock pressures from 1.0 to
62.5 kbar, only the chloride concentration showed a significant shift, beginning at 24.4 kbar,
relative to an unshocked crystal. This reaction threshold was in agreement with the observations
of luminosity from the crystals on high-speed photographs. For AP shock loaded through the
(001) surface, there was significantly increased concentrations of chloride, nitrite,and nitrate (no
measurements for chlorate), for shock pressures of 16.7 and 24.4 kbar. Although there were
insufficient experiments to establish a reaction threshold in this orientation, it is less than that for
shock entry into the {210} surface. This also correlates with the high-speed photographic
observation of luminosity below the crystals after shock passage.

The recovered AP crystal shown in Figure 3 had large Vickers impressions placed on two
surfaces prior to shock loading at 24.4 kbar, essentially the reaction threshold determined by
LIC. There were two impressions on the viewed (001) surface (denoted in Figure 3) and one on
the shock-entry (210) surface. The recovered crystal was cleaved along (210) planes that
passed through the impression on the shock-entry surface and the left impression appearing on
the viewed surface. With XPS, 1 mm x 1 mm areas were analyzed along these previously interior
surfaces. The highest level of decomposition (as much as 9.5% perchlorate) was detected 2 to 3
mm below the hardness impression on the shock-entry surface. This position corresponded to
the termination of the broad separation in a (001) crack that emanated from the impression. Ina
comparable location from the shock-entry surface on the other cleaved plane, there was less
decomposition, 4.8% perchlorate, associated with shock passage through a lesser damaged
region of the crystal. However, further from the shock-entry surface there was as high as 5.5%
perchlorate decomposition occurring along slip planes emanating from a (001) surface
impression. This is remarkable considering that the shock had significantly attenuated from 24.4
kbar after propagating through ~5 min of crystal to reach this region. At a comparable location on
the other cleaved plane thers was no decomnosition detected.

Tin Firstindication ot reaction in RDX crystals was obtained in XPS measurements in the
interi- r of a crystal that had been shocked to 61.6 kbar, correlating with the luminosity recorded
on u a-speed photographs. There was significant loss of nitro nitrogen, but the level of reaction
was insufficient to observe intermediate products!3, such as nitroso or triazine compounds. XPS
measurements on the shock-entry surface did not reveal any reaction in the vicinity of a hardness
impression placed there prior to shock loading. The fractured zone associated with the hardness
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impression (similar to that in Figure 2) was not recovered but would have been easily dislodged
from the shock loading as well as by any chemical reaction. In contrast to AP, any effect of
hardness impressions on enhkanced reactivity for RDX was very localized if it occurred at all.

CONCLUSIONS

Zones of increased defect (dislocation) density enhanced chemical decomposition in relatively
defect free, optical quality AP crystals shocked near the reaction threshold (~24 kbar) through
the (210) surface. The luminosity in high-speed photographs and differences in bulk
decomposition measurements using LIC for two crystal orientations indicated that shock
reactivity was microstructurally based. The greatest decomposition was spatially determined,
using XPS, to be near the tips of cracks and along slip planes that emanated several millimeters
or more from hardness impressions placed in the crystal prior to shock loading. In RDX, the
extremely localized increase in defects from hardness impressions and even a large, internal
crack in one crystal did not enhance chemical reaction. The detection of decomposition by XPS
measurements at 61.6 kbar correlated with observations of luminosity. The combined results,
together with the nature of RDX to exhibit only localized deformation even while cracking and to
retain deformation energy, suggest that much more extensive pre-shock damage is necessary in
RDX for the initiation of dislocation-assisted reaction at lower shock pressures.
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MOLECULAR MODELING OF SLIP SUPPOSED TO OCCUR
IN THE SHOCK INITIATION OF CRYSTALLINE PETN

JAMES P. RITCHIE
MS-B214, Los Alamos National Laboratory, Los Alamos, NM 87545

ABSTRACT

Some molecular modeling of slip using both rigid and flexible molecules of PETN in pericct,
but finite, lattices has been performed. Studies of rigid displacement show slip on (001)<010>
tc be relatively unhindered. The shock orientation with a maximum resolved shear stress in
this direction would, therefore, be expected to be insensitive. Molecular mechanics calculations
have also been performed. The results show that it is likely that molecular deformations occur
and have an important effect in determining the shear streagth of crystalline PETN.

INTRODUCTION

Much of the thinking about the elastic and plastic properties of materials is based upon
the behavior of inorganic compounds, including metals, their oxides, and ionic solids. These
materials differ importantly from common explosives. many of which are organic. Polymers
have been intensely studied, but these materials typically lack crystallinity due to their size
and in this way also differ from many common organic explosives. We have, consequently.
undertaken a study of some of the material properties of common organic explosives 1 order
to determine how they differ from other materials.

Dick et al. have observed an orientation dependence of the shock initiation of crystalline
pentaerythritol tetranitrate (PETN).! This behavior was attributed to anisotropy of plasticity.
It has been proposed that this anisotropy arises from differences in steric hindrance to edge
dislocation motion. A simple counting of close contacts occurring during displacement of a
ngid lattice along the the slip system of maximumn resolved shear stress was able to distinguish
between shock orientations that are insensitive and sensitive. Insensitive orientations give rise
to a relatively few number of close contacts during slip. while those that are sensitive encounter
more. In that analysis. atom-atom contacts of 1.05 and 0.78 A are obtained for slip systems
stimulated by shock orientations classified as relatively insensitive. The actual occurrence
of such close atom contacts would result in extremely high energies for plastic deformation
in the directions analyzed. It is difficult to reconcile such high energies with the observed
shock-insensitivity and would make the suggested occurrence of supercritical shear in PETN?
extremely difficult. This difficulty needs to be overcome to preserve the proposed mechamsm.
One possibility is that slip occurs rigidly along a path other than that suggested by Dick. in a
fashion that avoids close contacts. Alternatively. the molecule may undergo deformation.

PETN is comprised of atoms bonded together hy single bonds, except the ternmal oxygens
of the nitro group. Normally, rotation about single bonds can occur i the gas phase with only
a small cost in energy. For example, the barrier 1o rotation about the 0-NO; bond of methyl
mtrate is estimated between (-7 kcal/mol. from both theory and experiment.® In a moleculas
crystal, however, interactions with neighboring molecules can and indeed do cause the hundrance
of such rotations so that the molecule is essentially frozen in a small neighborhood about a single
configuration. It is therefore possible to obtain an accurate x-ray crystal structure for PETN.?
During shear. the environment about 1! ~ =~ lecule changes and rotation of parts of the molecule
may become po-=i''C ... dramaticai, .ange the stress required to produce shear slip.

It is desirable to develop a more detailed description of Dick’s experiment i particula
and other crystal behavior, because of the possible iusight into initiation mecharisms st affords.
It is the purpose of this paper to consider the possibility of ngid slip along other paths with
significant resolved shear stresses. The possibility of decreased resistance to ship resulting from
molecular deformations has also been investigated.

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1993 Materials Research Society
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RIGID SLIP

Because of the complicated shape cf PETN, it was desired to determine if paths that
avoid close contacts other than those proposed by Dick exist on the slip planes. This was
accomplished using the observed crystal and molecular structure of PETN.*¢ The unit cell
(shown in Figure 1) was translated to form two blocks comprised of 3x3x1 unit cells each. One
of the blocks was displaced in stepwise increments along each of the repeat vectors spanning
the plane. This procedure gave crystal geometries in which one of the blocks differed from the
initial equilibrium configuration by an amount a*v; + b*v,, where v; and v, are normal lattice
vectors spanning the plane of interest and a and b are fractions between zero and one. At each
geometry generated in this fashion the closest atom-atom contact between different molecules
was calculated and stored. The resulting mesh of values was used to nroduce contour plots.

Figures 2-4 show contour plots of closest contacts for slip on {110). (106). and (101).

View down <100>
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Figure 1. Three orthographic views of PLTN unit cell and representation of body-centered
tetragenal Jattice
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Figure 2. Contour plot of closest atom-atom contacts between PETN molecules Tor nigid dis
placement on (110). The axes represent one repeat unit i the indicated direction. The first
contour encountered from any corner is 2.1 \. Subsequent contours are 0.2 A apart

These planes contain the maximum resolved shear stress system identified by Dich. In accord
with previous analysis. inspection of Figure 2 shows slip along (110)<111> results i two close
contacts between 1.0 and 1.2 A, Interestinglv. a path passing through the cols at about 0.25,
0.15and 0.75 0.85 can be identified that diflers only shghtly from the proposed path. vet would
lead to a considerable reduction of steric hindrance, Thic path results i dosest cortacts of
between 1.4 and 1.2 A, which 1s considerably longer than that for <111 -, nigoroushy,

Figure 3 shows closest contacts on {100V, Slip on <00} » shows o sigle ciose contact and
slip on <011> shows three. in agreement with the formet sitp system heng imsensitive and the
latter sensitive. Again. it is found that a path pasang through approximately 0.2, 0.5 differs
onlv ~tiettly from the proposed shp system and set would lead 1o a significant reduction
ste.. ~ndrance. This path would result in a closest contact of between 1.0 and 1.2 wh™ by
significantly longer than that of about 0.8 A otherwise. Slip on <011> is classified as sensiave
and a number of close contacts in this direction are encountered. as shown in Figure 3 The
distinction between this direction and <001 > is clouded somewhat, however if deviations are
allowed. Slip to approximately 0.2. (.5 followed by slip along <010> results i close contacts
of between 1.0 and 1.2 A, nearly the same as that found for a deviaton of shp on <001 :-

Figure 4 shows closest contacts on (101). Shp along <101> (the <101> direction shown
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in the figure is symmetry equivalent) is classified as sensitive. Inspection of Figure 1 shows that
translation in this direction always results in very close contacts. This is in agreement with
previous analysis by Dick.

In performing the above calculations it was noticed that a significant spacing between
molecules is observed when the crystal lattice is viewed down <010>. This is shown in Figure
5. This suggests that the slip system (001)<010> should NOT be sterically hindered. The
contour plot of closest approaches on (001) is shown in Figure 6. It shows that rigid shp along
<010> results in only a single close contact of slightly less than 1.4 A. This is longer than any
of the closest contacts found for any of the other slip systems considered. Consideration of the
shock orientations ciassificd as sensitive by Dick, namely 001> and <110>. show there is no
iesolved shear stress along (001)<010>. So including this slip aces not alter previous arguments
about the shock sensitivity. However., a resolved shear stress would result in this direction
from a she~k parallel "o {? .or example. Such orientations have not been studied. Thus,
expeiane..’ .. study of an ortentation with a maximun: resolved shear stre.. on (001)<101>
would be a new test of the steric hindrance concept.

MOLECULAR MECHANICS

An estimate of the repulsion energy for contacts half of normal separations. such as
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Figure 4. As in Figure 2.

are found in the rigid displacement of PETN. may be made by assuming a2 R~?? dependence.
The resulting factor is about 4000. Assuming an equilibrium repulsion energy on the order of ;
a kcal, the resulting repulsion energy at these close separations would be enormous. Another
relevant fact is that the inter-pianar spacing in graphite and TATB. where rigid slip is operative.
is 3.35 and 3.29 . respectively. Consequently. the close contacts found for PETN are far too
short to allow for any conception of slip on thesc planes occurring by rigid displacement. This
has led to the consideration of the possibility of molecular deformations occurring during shear.
The calculations were performed using the program AMBER.® It has a molecular mechanics
package in it that was used in this work. Brieflv. the energy of inolecular distortions s calculated
using Eq. 1. below.

Y =

total

. . : S
Z Ro(r—re) + Z Kot -0.) + Z —2—[l+cos(no—ﬂ]

bonds angles drhedrals

A By aw], s« [Co_ Dy
+Z[R};‘ F*di,,}* D Vi W
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Figure 5. Orthographic projections of a lattice of PETN showing the spacings between molecules
when viewed down <010>.

Although this is a relatively complicated encrgy expression and requires a number of parameters.,
this type of modeling has become widely used throughout the chemical commumuty. It also suits
our present purposecs quite nicely. In many cases the required parameters were available in the
program. However, a number of quantum mechanical calculations were pertormed to obtain
atom charges that were required and force constants for the nitro group rotation.

Some results obtained using this program will be discussed.

SUMMARY AND CONCLUSION

Contour plots of closest approaches on a slip plane were examined. Some deviation from the
paths previously proposed is possible leading to less steric hindrance. Slip on (001)<010> was
shown to result in closest approaches of slightly less than 1.4 A. Nevertheless. these approaches
are so close as to preclude rigid slip. The possibility of molecular deformation occurring during
slip is being examined using a molecular mechanics program. The results show rotations about
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Figure 0. As in Figure 2.

single bonds in the molecule can dramatically reduce shear stress.

ACKNOWLEDGEMENT
Helpful conversations with J. I Dick. J. N. Johnsou. E. M. Kobet, and b k. Dienes wie
eratefully acknowledged.

This research was supported under the Joint DOE/DOD MOU. Otiiee of Mumtions, and
X Program Element. LANL. P, Howe, Manager.

REFERENCES

Loady ). Daae, RN Mubford, WL I Spencer. D. R, Pettit, E. Garaa, DL C Shaw. b Appt.
Phys. 70, 3572 (1991). b) J. J. Dick. Appl. Phys. Lett. 44, 850 1951

2. J. J. Dick. Appl. Phys. Lett. 60. 2194 (1992).

3. a) B. J. van der Viken, G. A. Guirgi>. J. R. Durig. J. Mol. Sruct. 142, 105 (1956). b)
B. J. Smith, C. J. Marsden. J. Comp. Chem. 12, 565 (1991).




106

4. a) J. W. Conant, H. H. Cady, R. R. Ryan, Y. L. Yarnell, J. M. Newsam. LA-7756-MS,
1979. b) A. D. Booth, F. J. Llewllyn, J. Chem. Soc. 837 (1947). ¢) J. Trotter. Acta Cryst.
16, 698 (1963).

5. S. J. Weiner, P. A, Kollman, D. A. Case, U. C. Singh, C. Ghio, G. Alagona, S. Profeta,
Jr., P. Weiner, J. Am. Chem. Soc. 108, 765 (1984).




107

INTERPRETING DROP-WEIGHT IMPACT RESULTS IN TERMS OF
DEFORMATION DEPENDENT INITIATION CRITERIA

P.J. BAKER AND A. M. MELLOR
Vanderbilt University, Department of Mechanical Engineering, Nashville, TN 37235

ABSTRACT

The impact sensitivity of energetic materials is frequently measured in small-scale
drop-weight tests. Plastic deformation of the sample leads to heating, the onset of chemical
reaction, and eventual ignition. An analytic model provides deformation dependent estimates of
the energy delivered to the sample, its stress state, and its temperature distribution. Results for
hydoxy-terminated polybutadiene (HTPB/AP) propellants are interpreted in terms of two
initiation criteria: critical decomposition temperature and critical thickness for shear banding. The
influence of friction, impact velocity, and sample size on initiation give possible explanations of
experimental results. Sample material properties variations are studied for both initiation criteria.
The model includes energy localization by varying the thickness of shear layers at the
sample/machine interface.

INTRODUCTION

Understanding mechanical initiation of solid propellants is important in developing insensitive
munitions. But unfortunately, the propellant commuity still lacks a detailed description of this
process. Although it is generally accepted that plastic work leads to localized heating, initiation,
and subsequent ignition, the initiation and ignition probabilities are unknown as functions of
external simulus. For low rate impacts, the instrumented small-scale drop-weight impact test
quantitatively measures sensitivity!-2. By increasing impact velocity over that of 50% Go/No Go
tests, the drop-weight kinetic energy dissipated prior to sample initiation can be measured and
approximately equals the plastic work on the sample!. This plastic work, W, is called the
critical energy and is a quantitative measure of work done on the sample in order to cause a
reaction. Ideally critical energies could predict propellant behavior in other impact scenarios, but
to do this more information about the hot-spot and initiation mechanisms is needed.

Unfortunately, the critical energy and other small-scale impact tests give little information
about energy localization; therefore, modeling is required. Others have studied drop-weight
impact through analytic modeling3%. We continued in this vein in a previous paper and derived a
mode! for drop-weight impact3; here we highlight the details of that paper. The model origin is
an analysis by Avitzur of the forging process for rigid perfectly plastic disks®. When applied to
drop-weight impact, plastic work and a sample temperature distribution are generated as
functions of sample deformation and deformation rate. Below, the effects of friction, impact
velocity, sample size, and mechanical properties are examined in terms of two initiation criteria.

DEFORMATION MODEL

For the sample geometry shown in Fig. | and following Avitzur, we assume a parallel
-elocity field for the sample during compression (Avitzur showed that a more detailed velocity
distribution should not significantly affect results’). Also retaining Avitzur's proportionality
between the disk surface fiction and its shear yield stress but assuming rigid body drop-weight
and anvil motions, the powers required to deform the sample and to overcome friction are

20, R}
33T
for a von Mises material, where m is the friction proportionality ..:tan:. For an energeuc
material, integrating W, + W, from time of impact to initiation gives the critical energy. Equating
the powers in Eq. (1) with power supplied by pressure on the sample and accounting for sample
rigid body motion determines the average drop-weight and anvil contact pressures as functions of
instantaneous sample geometry and rate of change of thickness. The pressures determine the

drop-weight and anvil accelerations. Solving the resulting simultaneous equations numerically
generates time histories of sample thickness and plastic work (see Ref. [5) for more detail).

Mat. Res. Soc. Symp. Proc. Vol. 296. ©1993 Materials Research Society
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DROP WEIGHT

Figure 1. Geometry extending Avitzur modelS to drop-weight impact. Both anvil and drop
weight move. Ring of width Ar and layer of thickness T, are for temperature calculations.

The plastic work heats the sample so the temperature rises. Neglecting conduction into the
machine and radially in the sample during the test gives a temperature rise rate of’

.‘Q:?LH(H.”.L’) @

dt pcT\ 3T

for a cylindrical ring as shown in Fig. 1; here axial temperature gradients are neglected so heat is
uniformly distributed over the ring height, T (this assumption is removed below). Integrating
Eq. (2) over time at any radius gives the temperature rise, which is greatest at the sample edge
since friction heating varies as 2 but ring mass only varies as r. This agrees with previous
experiments showing initiation near the sample perimeter28, .

Itis reasonable to expect that the majority of friction heat is stored near the sample/machine
contact surface. If one now assumes that all friction heat is deposited in two layers of thickness
T at the interfaces, as shown in Fig. 1, the layer temperature rise rate is®

49, . o,|1"|(l+ Lo )-(0,_—0, u )

dt pcT | 2V3T, 2T

where 6 and @ are instantancous internal and layer temperatures respectively. 6 arises from
Ws only, neglects friction, and is, thus, independent of radial location. The second term lessens
the temperature rise rate since mass at the lower temperature, 6}, is continuously introduced to the
constant thickness Igyer. If the available energy is sufficient, the sample thickness evenmally
reaches twice the layer thickness, and 6 returns to the uniform heating value found via Eq. (2).
Below, the time histories generated by this model help explain and predict sample behavior in
drop-weight tests, with particular emphasis on W as it relates to two initiation criteria.

INITIATION CRITERIA AND MODEL INPUT

One possible impact ignition mechanism for HTPB/AP propeliants (the type previously
tested? and presently being tested by the authors) is AP thermal decomposition. foliowed by
reaction of the hot AP gases with the binder. According to Jacobs and Whitehead?, in thermally
static rest. AP is stable at less than =150 °C; decomposition is self-limiting to =30% up to
=3(x, ", and decomposition is rapid and complete at >350 °C. Thus, critical temperatere is waz
initiation criterion. Here critical temperature increases of 150 and 250 °C are examined to loox
for possible data wends (only the highest impact velocity cases reached A8 = 350 °C).

For this criterion the baseline case is perfectly plastic with a yield stress (68.9 MPa or
10,000 psi) and friction constant chosen so final computed sample radii are reasonable at impact
velocities used in previous experiments? (see Table I). Baseline density and geometry,
drop-weight mass, and all impact velocities also correspond to typical experiments®. The anvil is
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assumed rigid (mass = 10,000 kg), and the sample specific heat is 0.34 cal/g°C (1423 J/kg°C).

A second initiation criterion is adiabatic shear banding in the propellant.” Winter and Field!0
and Mohan et al.!! both discuss the importance of localized flow in drop-weight impact. For a
power law strain and strain-rate material, Staker gives the critical true strain for adiabatic shear!2,
which when applied to drop-weight impact is (se¢ Nomenclature)

1+ R
lef=n/|__" BT d0,| _n,dl )
pc 389 Iu EG

This critical strain defines a critical thickness for shear band formation at the sample edge where
friction causes the largest thermal softening. A simple lincar thermal softening model is used
here; doy/d0 equals the instantaneous flow stress divided by -300 °C. Below, the effects of
varying nj, nz, and K are studicd. As before, the baseline case gives reasonable final sample
radii when compared with experiment. The different cases are shown in Table I1.

Thus, two critical conditions are defined for drop-weight impact initiation: a critical
temperature for AP decomposition, and a critical thickness for adiabatic shear banding. Model
results are discussed below:; for a more detailed analysis see the authors' previous paperS.

Table 1. Effects of sample thickness, impact velocity, friction, and yield stress on sensitivity of
an HTPB/AP propellant sample as determined by work to reach a critical temperature increase”.

Case | Initial | Impact | Yield JFriction | Max. No Laver 0.1 mm Laver
Number { Thickness} Velocity | Stress [Constant] Temp.] Wgal ws at W at Wg at
bis Increase $AB = 150°C } A8 = 250°C | A6 = 150°C}A6; = 250°C
Baseline] (mm) ‘mlsz (MPaz m m [t}] (J)_; [4)] ‘J)
1 116 84 | 6891 04 297 6.83 1098 6.38 10.90
2 1.00 348 5.86 9.44 5.83 9.42
3 1.32 258 7.81 12.40 6.73 1247
4 1.16 5.54 122 N/A N/A N/A N/A
5 1295 737 6.83 10.98 6.38 10.86
6 84 | 345 308 6.53 10.58 6.46 10.51
7 138 | —4A—] 283 7.18 11.5¢ 4.8 9.12
8 689 1.0 305 6.58 10.72 3.4 7.68
9 68.9 | 0.1 287 7.22 1144 7.21 1141

* The initial radius is 2.5 mm; drop-weight mass is 367 gz density is 1.83 g/cm3. For values
marked N/A, the sample did not reach the temperature for that case.

Table I1. Effects of varying material constants and impact velocity on shear banding of a power
law strain and strain-rate hardening propellant sample.
. e ———

Case Impact Strength Stramn Stamn-rate | Final Sample | Thickness at | Sample Work
His Velocity | Coefficient | Exponent | Exponent Radues Bandng at Banding
Baseline (m/s) K (MPa) 01 ny mnn (mm} (h
n 5.54 n 1
12 8.40 23 7.24% 045 244
13 1295 n 9453 0.44 254
LB 40 ' 9.10 0.31 218
15 46 _—t 5 0.61 2,59
16 0.1 7.30 0.55 1.82
17 0.3 o 716 0.38 2.80
18 0.18 5.9 0.55 278
19 ! 0.06 .86 0.36 1.94
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CRITICAL TEMPERATURE RESULTS

The maximum temperature rise in Table I, AGyqy. neglects axial gradients and assumes all
drop-weight energy has been transferred to the sample. Actual temperatures are lower since
some energy is lost via elastic vibrations through the machine. AGy,, decreases as initial sample
thickness increases (Cases 1-3) since the ratio of compression to friction work increases. Also,
the work to reach critical sample or layer temperatures increases with thickness. In contrast to
these results, the work per unit sample mass for 0.1 mm layer temperatures decreases with
thickness. Thus, data must be analyzed carefully since the actual intrinsic drop-weight initiation
probability is only indirectly a function of thickness through loading and loading rate.

Layer size affects temperature rise greatly. Figure 2 shows temperature rise histories at the
baseline sample edge for 0.05 and 0.1 mm layers and no layer. For 0.1 mm the temperature
returns to that of no layer when the sample thickness equals 27;. However, for 7z =0.05 mm,
the sample is always thicker than 2T, so the layer temperature never returns to the no layer case.

The ABp,y variation with un?act velocity (Cases 1, 4, and 5) correlates with the percent
consumed resuits of Baker et al.2. At the three different velocities of 5.54, 8.4 and 12.95 m/s,
the percent of sample reacted was on the order of 5, 50, and 100% respectively2. From Table],
at 5.54 m/s AOpy,y is almost enough for the onset of AP decomposition; at 8.4 m/s AByay is
about where rapid AP decomposition begins, and at 12.95 m/s AP would decompose
vigorously®. This indicates that friction may explain impact velocity effects on the extent of
reaction. The results do not change for 0.1 mm layers since the final thickness is less than 2T}
SO AOM = AGL.max.

For friction variations, this model predicts Wy to reach a critical temperature increases with
decreasing friction constant. This agrees with critical energy measurements by Coffey et al. for a
binder/AP explosive on polished and rough anvils!. As friction decreases, a larger fraction of
Ws goes into compression and bulk heating, so more energy is needed to reach critical
temperatures. The effect is small when friction heat is distributed uniformly over the thickness,
but if focused in layers, as shown by Cases 1,8 and 9 in Table I, friction effects are enhanced.

Equation (1) shows a large flow stress effect on deformation, and Cases 1, 6 and 7 show a
localization dependent yield stress effect on critical energy. For uniform friction heat, weaker
materials have smaller critical energies and are more sensitive, but the effect is reversed for
friction localization. Thus, since localization is likely, increased Gy increases sensitivity.

400

4¢-Rapid AP Decomposition (Deflagration)
300

100 A

Temperature Increase at Sample Edge (°C)

No Layer

0 s 10 150
Time after Impact (us)

Figure 2. The effect of layer thickness on A6y, for the baseline case, 1.
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SHEAR-BANDING CRITERION RESULTS

Table H shows the shear-banding initiation criterion results. Sample thickness and plastic
work when flow becomes unstable are reported. Equation (4) indicates that critical strain and,
hence, critical thickness, Tc, are functions of deformation. Critical thickness increases as actual
thickness decreases; when the two are equal banding occurs. Baker and Mellor® discuss Eq. (4)
and how changing material constants can have the competing sensitivity effects of decreasing
critical strain but increasing critical energy. Here we simply highlight those results.

For the range of impact velocities chosen, the thickness at shear banding is nearly constant.
On the other hand, the energy to cause banding increases with velocity since flow stress increases
with strain rate. Cases 10, 13, and 14 show that increasing strength via X increases T¢ by
enhanced thermal softening, but also increases the work to cause banding via an increased flow
stress. Similar to increasing K, increasing n; also raises the flow stress; however, unlike X,
increasing n; decreases T¢ while increasing the sample work for banding (Cases 11, 15 and 16).
Thus, a highly strain-hardening material is desirable for low sensitivity based on this criterion.
Cases 11, 17 and 18 show the net effect of increasing n,. Increasing n; is like increasing K in
that it increases T¢c. Thus the thermal softening effects outweigh the strain-rate effects from the
second term in the denominator of Eq. (4). Also, increasing n; increases the work required for
banding by increasing the flow stress. Consequently, these results indicate that any change in the
material constants which raises flow stress will reduce sensitivity based on this criterion.

CONCLUSIONS

Results from a drop-weight impact sample deformation model were interpreted in terms of two
initiation criteria. Effects of sample thickness, friction, yield stress, and impact velocity were
studied for a critical temperature criterion, and varying power law material constants was studied
for a shear banding criterion. Initiation at a critical specimen thickness corresponding to an AP
pam;:l«.:l szme was analyzed previously’ and was shown unlikely in view of experimental
results!-2,

Friction results supported previous experimental data! by showing increased critical erergy
when friction was reduced (for a critical temperature criterion). This result was magnified when
friction heating was localized. Friction is also important in explaining the percent of sample
reacted observations by Baker et al.2; at low velocities the maximum temperature (at the sample
edge) is less than the AP decomposition temperature, and at the highest impact velocities the
temperature is above the AP deflagration point.

With localized friction heating, increasing yield stress decreases the energy required to reach
the AP decomposition temperature. Therefore, for a critical temperature criterion, this model
predicts a higher strength material has a lower critical energy and, consequently. is more
sensitive. However, the trend is reversed when lc calization is ignored, and the shear banding
criterion predicts that any increase in flow stress decreases sensitivity. This indicates the
importance of knowing the hot-spot mechanism for a given scenario.

There is no doubt that friction affects the apparent sensitivity in a drop-weight test. The large
friction effect may partially explain differing results for identical materials on otherwise identical
machines. Also, the drop-weight test presents a unique loading on the propellant; strain rates in
excess of 104 s-1 and strains greater than 500% exist in constrained flow of less than 1 mm
thickness. Thus friction causes a large amount of heating in the flow. However. removing
friction (a very smooth anvil) may allow crushing of AP in the machine to come into play; this
AP cons'raint between two rigid surfaces would make the drop-weight test unlike any real impact
scenario. Therefore, for propellant rankings useful in other scenarios a constant friction
coefficient is desirable, but in order to fully understand the drop-weight test some additional basic
research is needed. First, a quantitative study of friction effects on propellants with varying
particle sizes can be conducted. Second, using samples of homogeneous materials with known
mechanical properties similar to propellants, it should be possible with this model to estimate the
friction constant of an impact machine, thus providing a means to compare i. ..t m- shines and
interpretdata. ‘Third, details will be added to this model to account for sample inhomogeneities
and study shear banding in more detail. The improved understanding of the deformation process
would facilitate relating critical energy results to other scenarios.
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NOMENCLATURE
English Greek
¢ : Mass specific heat € : Truestrain
E : Energy 6 : Temperature
K : Power law strength coefficient p : Density
m : Friction constant O : Stress
M : Mass
n; : Power law strain-hardening exponent Subscripts
n : meall‘ law strain-rate exponent A : Anvil
ro: ial coordinate s -
R : ?_ample radius ,(j: : gﬁgﬁﬁ, condition
t : Time : .
. ; I : Internal deformation
Z . 31'1"0‘3? thickness L : Layer at the sample/machine interface
W : Workty W : Drop weight
’ y : Yield
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HOT SPOT HEATING FROM IMPURITIES AND VACANCIES
IN A CRYSTALLINE SOLID UNDER RAPID COMPRESSION

D. H. TSAI
10400 Lloyd Road, Potomac, MD 20854

ABSTRACT

The role of impurity atoms and vacancy defects in the heating of hot spots in a 2D, fcc,
monatomic lattice, subjected to rapid, 1D compression, has been studied by means of
molecular dynamics. The interaction potential of the impurity atoms, their mass, and size
were allowed to differ from those of the atoms in the host lattice. Several configurations of
impurity and vacancy clusters were examined. The mechanisms of heating observed here
were similar to those found earlier! in a bcc lattice with vacancy defects but without
impurities.

1. INTRODUCTION

In Ref. 1 we discussed the molecular dynamics of structural relaxation around defects
(vacancy clusters and slip bands) and its effect on hot spot heating in a 2D, bcc, monatomic
lattice when the lattice was rapidly compressed. We found that two mechanisms were
responsible for the heating of hot spots. First, since in all systems, in the gas, liquid, or solid
phase, the kinetic energy distribution in equilibrium is Maxwellian, there would always be
some regions in the system that are hotter than the average. Second, in the condensed
phases, particularly the solid phase, rapid compression would often initiate structural
relaxation in the system, especially if the system also contained defects. The potential energy
released by the relaxation process would be converted locally to kinetic energy, creating
hot spots in the relaxing region. The amount of heating was a function of the energy of
defect motion. If the strain energy of the defect should be large, then a small change in the
strain energy could result in a large amount of heating. The relaxation process, moreover,
often would not be confined to the local defects. because the compression could create
defects in other parts of the system. For example, the large shearing stresses from 1D
compression could generate a system of slip planes which could propagate from their starting
sites. The energy associated with the creation and the relaxation of the new defects would
then cause additional heating. Thus hot spots could occur in a much larger region than the
immediate neighborhood of the original defects.

We have now extended our defect model to include impurity atoms with mass and size
different from those of the host atoms. We have also investigated hot spot heating in an fcc
lattice which, for central forces, should be more stable than the bcc structure.

Because of space limitations, we shall discuss only one set of results here. The model is
described in Sec. II. Some of the general results are discussed in Sec. 111, and the conclusions
are summarized in Sec. IV. A fuller account of this work, including a comparison between
the fcc and bec lattices, will be presented elsewhere.

I1. MODEL

Our model was an fcc lattice installed in Cartesian coordinates with the X and Y axes
aligned in the (110} and [ 110] directions, respectively, and the Z axis in the [001] direction.
In this arrangement, the ratio of the distances between lattice planes normal to the X and
Y axes and between lattice planes normal to the Z axis would be 1/1/2. Our system was 40
lattice planes in the X direction, 20 in the Y direction, unc - planes in the Z direction,
and periodic boundary conditions were used . the X and Y directions. These lattice planes
divided the system into contiguous cells. The position of an atom in a cell was measured
from the origin of that cell. and the atom was allowed to move freely across cell boundaries.
A celi without any atom in it would be a site of a vacancy. To save computation, it was
assumed that all atoms had only in-plane (1.¢., 2D) motion in the X-Y planes. and that the
motion of corresponding atoms in all (001) face planes and in all (001) body planes,
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respectively, was identical. This meant that the forces in the Z direction would exactly
cancel, and hence only two (001) planes of the unit cell (400 atoms) need be considered in
our system. The interaction potential V'=V,; between atoms i and j at a distance R=R,, was
assumed to be a Morse potential:

V=Ae{exp[~2a(R~R,,)]-2expl~a{R~R,)]} + B, (1)

Here €=1.0is the unit of energy anc a=In2/0.1. The parameters A, R, and B, are given
below for the different cases listed in Table 1. The subscripts a and b refer either to host &
or impurity i:

Aw =10, Rw= 10, By = 0015564,
Cases 1-6: An =V2, Ry =105, B, = 0031077, (1a)
A, =20, R, = 11, B, = 00620i2.

Aw =10, Ry = 10, By, = 0015564,
Case 7: A =V2. R, = 10, B, = 0022011, (1b)
A, =20, R, = 10, B, = 0031128

The well depth (A4,,) and the atomic size (Rj,) for the h-i interactions were assumed to be
intermediate between those of the hi-h and i-i interactions. B, refers to the amount by which
the zero axis of ¥, eq. (1), was lowered to make V=0 at the cutoff distance R.=1.7. For
R=R,, both V and its derivative were assumed to be zero. The mass of the impurity atoms,
M,, was assumed to be either unity, the same as the host atoms, or 10. With R, M,, and ¢
all set to unity, the unit of time r=Ry,v (M,/€) was also unity.

In addition to impurity clusters the system also could contain other defects such as vacancy
clusters. We relaxed the system to a low pressure condition by adjusting the volume. The
volume was changed by multiplying the coordinates (X,Y, Z) of the atoms in the "normalized”
lattice, with lattice planes at (12, 12, 1) apart, by scale factors (X,,Y,, Z;), respectively.
The system was then heated. equilibrated, and relaxed again. This process was repeated
until an equilibrium state at near-zero temperature and pressure was reached. Each system
was then heated to a range of initial temperatures, and after equilibration, these configura-
tions were used as the starung configurations.

The system was subjected to rapid 1D compression in the X direction to different volumes
by changing X, at a rate which corresponded approximately to planar shock compression.!
The energy and stress distributions in the system were recorded at discrete time intervals
until a new equilibrium condition under compression was reached. These data were then
examined for the development of hot spts. A hot spot was defined here as a region made
up of several atoms (or molecules ) whose average kinetic energy £, was higher than the k7
of the system, and moreover, the higher E; was required to have a lifetime of a few periods
ot atomic oscillations, so that the region could be said to be thermalized.

Table 1. Configurations of some of the cases studied. Fcc lattice,
mteracuons as given in eq.(1). compression=0~ 15% in X-direction.

Impurities Vacanev cluster Initial condimons
Cases ———— " -
7 Cluser Maw inhostlaice —x oy Tz g gy
1 None None 0.7027 0.7027  0.7041  0.0053 -6.193
2 None IX10atoms 07020 0.7025 7043 0.0049 -6.124
3 1X9 atoms 1 None 0.7044  0.7041 97090 0.0306 -6753
4 1X9 atoms 10 None 0.7044 07044 27000 (.0515 252
N 1X9 atoms | Fig.1a 0.7049  0.7047 0./082 0.0292 -6.193
6 1X9 atoms 10 Fig.1a 0.7048 07047 0.7682 0.0311 -6.192
7 1X9 atoms 10 None 0.7003 07000  0.7071  0.0305 ~6.296
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II1. RESULTS

We shall discuss only one representative set of results which we select somewhat arbitrarily
from Case S in Taole 1. We shall also refer to the other cases, but without displaying the
actual results. With more data available now than in Ref. 1, we shall attempt to present a
more general discussion of hot spot heating from the viewpoint of molecular dynamics.

Fig. 1a shows the lattice configuration of Case 5 before compression, at 7=0. The atoms
in the two lattice planes of the system are shown as open squares and crosses. A cluster of
nine impurity atoms were enclosed in outlines at the center. This cluster was of the size of
a unit cell. It was flanked by two vacancy clusters. Fig. 1b shows the distribution of the
potential energy, E,, per atom, at each lattice site, averaged over the atom(s) at that site and
those at the four nearest-neighbor sites. E,, is the average of the whole system (dashed
outlines), and E,,,, is the maximum that occurred somewhere in the system. The depression
at the center resulted from the impurity cluster. The two humps next to the depression were
due to the strain energy of the vacancy clusters. Fig. 1¢c shows the corresponding distribution
of the kinetic energy, E;, per atom, in equilibrium.

Figs. 2a and 2b show the E, and E; of the lattice as a function of time ¢ when the lattice
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FIGS. la—-1lc. (a) Lattice configuration of Case 5 at 1=0. M,=M=1. X,;=0.7049,
Y,=0.7047, Z,=0.7082. (b) and (c) E, and E; distributions at 1=0. E,,=~4.124,
Epa=—6.194; E;,,,=0.084, E;,=0.030.
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FIGS. 2a—2b. E, and E; vs. time in the lamce of Fig. 1a when X, was compressed from
0.7049 t0 0. 6299 in one unit of time. E -3.2085, E =-5.199; E;,,=0.929, E; ,=0.337.

(Fig. 1) was compressed uniaxially from X,=0.7049 to X,;=0.6299 at a uniform rate in the
first unit of time. E,, and E,, refer to the ethbrated values of E,, and E,,, between (=16

and t=20. E;, and E,,,,, refer to the corresponding values of Ey, and E;p.

Hot spots in elastic compression

During the first part of the compression, just before 1=0.7 (Fig. 2), the lattice behaved
elastically. We ascertained this by stopping the compression at t=0.7 and re-expanding it to
its initial volume. We found that the lattice then reverted to its initial configuration.

Inelastic compression, most of the work of compression is stored in the lattice as potential
energy, the temperature rise is small, and the lattice configuration remains essentially
unchanged. For example, Fig. 2 shows that at7=0.7, E, had changed by about 0.4¢ v:hereas
E had changed only by about 0.001¢. The fcc structure in the present case was rather stable,
and couid sustain a large 1D compression without losing its elastic character, even when the
structure contained defects. In all cases, we found that if the structure remained elastic, the
rise in E due to compression would be small, whether or not the system contained defects,
and whether the compresssion was 1D or 3D. The hot spots (averaged over eight lattice
sites and over 0.4¢) in these cases were not very hot. being only about 2.5 times the ambient
temperature, similar to those found in Ref. 1 for the perfect bec lattice. These hot spots
clearly were the result of the Maxwellian distribution of the kinetic energy in the system, as
was the case in Ref. 1.

Anelastic/plastic compression: Hot spots from structural relaxation

Figs. 3a—3c show the change in the lattice configuration and the energy distributions at
=1.0at the end of compression. In Fig. 3a the lines connecting individual atoms show their
displacements at the beginning and end of the time interval 0-1.0.

As Figs. 1b and 1c show, the strain energy due to the vacancy clusters was large compared
with the kinetic energy of the laitice. These s.-tural defects also tended to reduce the
mechanical strength of the latuce in the neighborhood of the defects. If the compression
should exceed the strength of the defect configuration, the structure could become locally
unstable, at which point it would undergo deformation in an attempt to reduce its potential
energy. This would allow more work to be done on the defect region than on other parts of
the structure, so that the defect region would become hotter. A second and more important
mechznism is that the deformation of the defect structure would lead to the conversion of
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a part of the strain energy to kinetic energy which would then bring about local heating.
Since the strain energy was large to begin with, a small change in the strain energy could lead
to a large amount of heating.

We see an example of these two mechanisms of hot spot heating (viz., by compression and
by structural relaxation) in Fig. 2. In the interval between 1=0.7 and 1.0, both E,y, and Ep,
increased abruptly. These changes were accompanied by large atomic motion in the
neighborhood of the defect structure in Fig. 3 at r1=1.0. The displacements around the
vacancy cluster to the southwest of the impurity cluster, and the accompanying rise in E,
were especially prominent. By ¢=2.0, the large atomic motion around the vacancy clusters
had effectively filled the vacancy sites.

When we expanded this lattice to its initial volume at the end of compression, we found
that the lattice would not revert to its initial configuration. The compression after ¢=0.7
was therefore anelastic or plastic.

The two mechanisms of heating operated concurrently. To distinguish them, we could say
that if the heating was accompanied by a local increase in E,, then the hot spot would be
from compression; otherwise, it would be from structural relaxation. By this criterion, we
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FIGS. 3a—3c. (a) Change in the lattice configuration of Fig. 1a when X, was compressed
from 0.7049 to 0.6299 between 1, and ¢, at a uniform rate. 1,=0 (Q,+); 1,=1.0 (@, x).

(b) and (c) E, and E, distributions at 1,. E,,=-1813, E,,=-4.939; E,,=1.555,
E;,=0.076.
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FIG. 4. Structural relaxation in the lattice of Figs. 1a and 3a in 20 units of time. #,=0
(,+); 1,=20.0 (8,x). Compression from X,=0.7049 to X,=0.6299 was applied at a
uniform rate in the first unit of time, and held at X,=0.6299 between t=1 and 1=20.

could say that the peak E,, in Fig. 2b (and in Fig. 3c) at 1=1.0 was due to compression,
and the second peak at =1.4, which occurred to the northwest of the impurity cluster, was
due to structural relaxation. By either mechanism, a part of the energy of compression was
converted to heating each time a hot spot appeared. Fig. 2b shows a succession of hot spots.

These hot spots heated up the lattice as a whole ( Ey, in Fig. 2b), until about 1=10, to an
average temperature ( E,=0.337) considerably above that from elastic compression alone.

Propagation of defects

Structural relaxatinn requires time because it usually involves the coordinated movement
of a number of atoms. Also, relaxation in one region would likely disturb the structure in
adjoining regions, and this could create new defects which might require further relaxation.
For these reasons, we expect that structural rearrangements would generzlly propagate to
other parts of the system, and that it would usually require a long time (compared with
sound propagation through the system) to obtain a fully relaxed structure. The energy
conversion associated with these relaxation processes would then produce hot spots in other
parts of the system. Thus the heated region could be much larger than the original defects.

Fig. 4 extends Fig. 3a and shows the aggregte changes in the lattice configuration in the
interval t=0-20. Large displacements had occ 'rred along a number of diagonal planes,
reaching across the full width of the system. These complex slip systems resulted from the
large shearing stresses from the uniaxial loading. The partially slipped planes tended to
group themselves into bands rather than to distribute uniformly. They were observed also
in a number of other cases in Table 1, and in Ref. 1 earlier. They appeared to be a common
feature of the lattice rearrangement under 1D compression. The extent of the slip system
was limited in our model by the periodic boundaries. But slip or partial slip should occur
also in larger systems. For these reasons, it seems natural to identify these slip planes as the
counterpart of the shear bands that are observed in experiments.’

In Fig. 4, the lattice at 1=20 also contained a number dislocations.* These dislocations
did not move easily after they were formed, as was also the case in Ref. 1.

In addition to the collapse of vacancy clusters and the formation of shear bands and
dislocations, other mndes of lattice rearrangement were also cbserved. For example, in the
~erfect fec lat. .o of Case 1, the structure buckled in the Y direction when the system was
wompressed in the X direction to 0.893 of its initial volume. But the lattice retained its
crystallinity, and the temperature rise was small (E,, changed from 0.030 to 0.043). When
the buckled lattice was re-expanded to its initial volume, the system reverted to its original
perfect structure. At a still higher compression, to 0.858 of its initial volume, the structure
buckled to a greater extent, and there was greater amount of heating. Between r=4-5 the
structure underwent massive rearrangement and became disordered, indicating that local
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melting had occurred. The temperature change in this case was large (Ey, increased from
0.030 to 0.938). When the partially "melted” structure was re-expanded to its initial volume,
the original crystalline configuration was not restored, at least not in 20 additional time units
of computation.

Hot spots from impurities: Mass and size defects

The impurity cluster in Figs. 1 and 3 may be considered as a "molecule" embedded in the
lattice, inasmuch as the interactions h-h, hi-i, and i-i were all different. Our interest in this
model was in the energy transfer between the lattice and the "molecule,” when the lattice was
compressed.

If we denote the vibrational frequency of an atom by f and the force constant of the
interatomic interactions by X, then f of the host atoms of mass M, and that of the impurity
atoms of mass M;, each interacting with its own kind, would be in the ratio® f,/f,=(M;k,/Mnk;)"2,
We verified by separate calculations in Cases 3 and 4 that this was true to about 5% which
was satisfactory. The vibrational frequency is related to the elastic properties of a lattice:*
the lattice is stronger the higher its frequency and its elastic constant. Thus the impurity
cluster should be mechanically stronger and less compressible than the host lattice when the
mass of the impurity atoms was the same as that of the host atoms, and weaker and more
compressible when the impurity mass was 10 times larger. Under the same compression,
the less compressible cluster should therefore experience smaller increase in temperature.
We confirmed this in Cases 3 and 4: The softer impurity cluster in Case 4 experienced larger
temperature rise under compression than the stiffer cluster in Case 3, although in both cases
there were hotter hot spots from defect movement and structural relaxation elsewhere.

At the interface between the impurity cluster and the host lattice, there should be some
impedance mismatch which would increase the resistance to energy flow across the interface.
But there should also be good thermal contact through the A-i type of interactions. The
coupling, moreover, would increase under compression. Thus the impurity cluster should
heat up quickly when the host lattice was heated, especially if the cluster was small. We
found this to be true even in Cases 5 and 6: Here the vacancies partially separated the
impurity cluster from the host lattice before compression. But good thermal contact was
quickly established when the vacancies collapsed under load ( Fig. 3a). The energy transfer
was in fact aided by the hot spots at these sites. Thus in the various models of Table 1, the
impurities clusters never appeared as "cold" spots, even when the cluster was stiff.

These results may be compared with the analysis of Dlott and Fayer.® They postulated
that in @ molecular solid under shock compression the increased phonon vibrations of the
lattice would briefly overshoot the bulk temperature. Subsequently. molecular vibrations
would be energized through anharmonic coupling between the lattice and the molecules
through the "doorway" modes.

In addition to the different mass, the impurity atoms in Cases 3—6 were also larger than
the host atoms (R, in eq. (1a)). The larger size had the eftect of distorting the lattice
structure. For example, Fig. 1a showed a slight distortion of the host latuce around the
impurity cluster. But small misalignments in the lattice structure could have large effects on
its strength. We found evidence of this by comparing Cases 4 and 7. in which only the size
of the impurity atoms was changed. and both cases contained no vacancies. Under moderate
(about 10%) compression, a number of slip planes formed in the lattice of Case 4, similar
to Cases 5 and 6 in which the lattice was weakened by vacancy clusters next o the impurity
cluster. Incontrast, the lattice of Case 7 deformed primarily through buchnng. similar to the
perfect lattice of Case 1. the strongest structure by far in Table 1.

Finally, we note that in many cases the impurity cluster underwent large detormation and
was grossly distorted when the compression was high. Butin the =.. & of our investigation
we did not observe any break up of the cluste.. ¢vo = wilen the structure was partially melted.

IV. SUMMARY AND CONCLUSIONS

We have discussed some of the results of our molecular dynamical study of hot spots in
an fcc Jattice under rapid. uniaxial compression. Our focus has been on the role of structural
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defects and the mechanisms of heating on an atomic scale. The defects included vacancy
and impurity clusters of different sizes and geometries.

Under elastic compression, most of the work of compression would go into the lattice as
increased potential energy, whether or not the lattice contained defects. The temperature
rise would be determined principally by the PVT relation of the perfect lattice, and the rise
would be small. In these cases, we found that hot spots developed from the Maxwellian
distribution of the kinetic energy. They were about 2.5 times the average temperature of the
lattice, and were not very hot. This was similar to the case of the perfect bec lattice in Ref.
1. When the compression was reversed, and the lattice was allowed to expand to its initial
volume, the initial configuration was restored, including the defect structure. This was so
even if the compressed lattice had buckied elastically under load.

Under larger compression, if the elastic stability of the lattice should be exceeded, the
structure could also undergo anelastic or plastic deformation. This kind of deformation
could occur in a variety of situations. For example, if the system contained structural defects
(vacancies, impurities, etc.) which generally would tend to weaken the mechanical strength
of some part of the structure, the weakened part(s) would undergo structural relaxation.
The relaxation would release some of the potential energy of the defect structure, and
convert it to kinetic energy of the surrounding atoms and local heating. This mechanism of
hot spot heating was general, and would operate as long as defects should be present. In this
picture, the heating would then be a function of the energy of defect motion, which could be
large compared to the temperature of the system. Moreover, structural relaxation in one
part of the system could propagate to other parts, and the energy associated with such
rearrangements would give rise to other hot spots. Thus the size of a hot spot could be
considerably larger than the initial site of structural relaxation. Under uniaxial compres-
sion, which would generate large shearing stresses in the whole system, complex systems of
slip planes often propagated far from the initial site of structural relaxation. These slip
planes would group themselves into bands, which suggest that they could be identified as the
shear bands commonly observed in shock wave experiments.

The hot spots also heated up the lattice as a whole. Our results showed that the amount
of heating, which was large in some cases, depended on such factors as the lattice structure,
the nature of the defects and their configuration, the method of compression, etc. These
factors affected the response of the model through the different paths of structural
relaxation, leading to different end states of partition between the potential and the kinetic
energies, and hence different PVT relationships. In view of these results, it might be
reasonable to ask whether the differences would persist, and how large they might be, in a
more realistic 3D model. These questions require further investigation.
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RAREFACTION SHOCKS, AND DETONATIONS

C. T. WHITE!, D. H. ROBERTSON!, M. L. ELERT?, J. W. MINTMIREH,
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ABSTRACT

We present a comparative study of two different chemically-sustained shock waves.
One shows behavior expected from the Zel’dovich, von Neumann, and Doering (ZND)
continuum theory of planar detonations. The other exhibits the complexity of a split
shock wave resulting from the presence of a polymorphic phase transition. This com-
parative study demonstrates the importance of carefully considering the high-pressure
characteristics of the model in developing potentials for simulating detonations. This
comparative study also raises the fascinating possibility of a first-order phase transition
accompanying a condensed-phase detonation.

INTRODUCTION

The shock wave accompanying a detonation typically travels through energetic ma-
terials at a velocity between five and ten kilometers per second [1]. This shock wave
starts the material flowing a kilometers per second while heating it to thousands of de-
grees Kelvin and subjecting it to pressures of hundreds of kilobars. This rapid heating
and compression of the material in turn causes the exothermic chemical reactions which
ultimately sustain the detonation [1-3].

Although there have been many theoretical and experimental advances in understand-
ing the macroscopic properties of detonations over the last forty vears[1-3]. much work
remains to be done to clarify the atomic-scale behavior of shock-induced chemistry in
energetic solids[1). Continuum theories are not designed to treat discrete shock-induced
chemistry while the extremely short time and length scales of the processes involved.
together with their destructive nature, make experiment difficult and costly, if not cur-
rently impossible. In contrast, the picosecond and nanometer length scales of processes
at shock fronts make them ideally suited for study using molecular dynamics (MD)
simulations [4-11). Such simulations might also clarify how discrete detonation chem-
istry relates to properties of planar detonations that can be understood by continuum
(hvdrodynamic) theories. However. any model of a detonating solid requires some form
of energy release to sustain the detonation and so the Lennard-Jones potentials. which
are successfully used in MD simulations of nonreactive shocks [1,5). are inadequate. Ear-
lier MD studies have introduced exothermic chemical reactions by using a predissociative
potential that incorporates al! *I. chemical energy release into a single bond dissociation
inamc' . ‘i S). In energe.. materials, however, exothermicity typically results from
the reorganization of bonding from weak to strong bonds. Therefore. predissociative po-
tentials do not include sufficient detail to examine the atomic features of shock-induced
chemistry. Studies in one dimension [9) showed the promise of employing manyv-body

Mat. Res. Soc. Symp. Proc. Vol. 296. ©1993 Materials Research Society
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potentials to study chemically-sustained shock waves, but the potential used in that
work was ill-defined in higher dimensions.

Recently, we have introduced a new approach based on many-body potentials that
not only describes bonding and chemical reaction at the atomic level with well-defined
reactants, products and reaction paths but also allows for efficient computation in MD
simulations involving thousands of atoms in two or three dimensions [12]. Simulations in
two dimensions proved that this model can support a chemically-sustained shock wave
with calculated temperature, pressure, particle flow and shock velocities, and power
generation all consistent with macroscopic experimental results and the classic contin-
uum theory of detonations[12]. These studies have also established for the first time a
quantitative link between results from MD simulations that follow the individual atomic
trajectories and the continuum theory of detonations based on the Navier-Stokes equa-
tions.

In this paper we present a comparative study of two qualitatively different chemically-
sustained shock waves. The two models used in these studies are based on deceptively
similar many-body potentials. This comparative study vividly demonstrates that it is
not sufficient to focus only on reproducing physically reasonable reactants and products
with realistic barriers to reaction in developing many-body potentials for simulating
solid-state detonations. Rather, the high-pressure character of the model must also be
carefully considered. This comparative study also illustrates the fascinating possibility
of a chemically-sustained shock wave accompanied by a dissociative phase transition.

MODEL AND METHOD

Both Model I and Model I1 used in this comparative study are based on the empir-
ical bond order (EBO) potential form introduced by Tersofl [13] to describe the static
properties of silicon but tailored by us in Ref. 12 to describe a simple generic model of
an explosive—a model AB molecular solid that when shocked might undergo exother-
mic chemical reactions to form the more stable A, and B, molecular products. In both
models formation of the A; and B, products releases 3 ¢\" of energy per molecule. It is
this release of energy that has the potential for sustaining the shock wave. Model 1 has
already been introduced in Ref. 12 and shown there to vield a physically and chemically
reasonable model material. The functions used to define Model 11 are identical to those
used to describe Model I. The parameters entering these functions are also identical in
the two models except for the equilibrium bond lengths of the reactant and product
diatomic molecules which have been decreased from 0.12 nm in Model I to 0.1 nm in
Model II. Because of the form of the EBO potential. this decrease in bond length is
accomplished without changing the vibrationzl friequencies of the reactant and product
molecuics, their cquilibrium molecular and crvstalline binding energies, and distance
of closest approach between atoms in nearest neighboring molecules i the condensed
phase AB crystalline molecular solid. Reaction barners ate aiso sinnlar between the two
models as arc their respective condensed-phase speeds of sonnd.

MD simulations in two dimensions using both models are initiated by impacti .g o
fiver plate at the edge of the semi-infinite model diatomic AB molecular ervstal initially
at rest and at near zero tempesaturc and prc - . Chis flver plate is composed of several
layers of the unreacted energeuc AB molecular solid appropniate to the model. Henee,
for Model I a flyer plate composed of Model I material 1s used. while for Model 11 a
flver plate composed of Model 11 material is used. The dynamies of the atoms in both
systems are then propagated by integrating Hamiltonian's equations of motion using a
Nordsieck predictor-corrector method {11].  Periodic boundary conditions are enforced
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Figure 1. Snapshots of the chemically-sustained shock waves for Model I and
I1, top to bottom, respectively, at 5.0 ps after impact by a 4-layer flver plate
with a 6.0 km/s impact velocity.

perpendicular to the direction of shock propagation. Doubling the width of the periodic
boundary has no significant effect on the results.

RESULTS AND DISCUSSION

Figure 1 depicts typical snapshots of chemically-sustained shock waves that can result
for the hypervelocity impact of a four-layer flyer plate at the edge of Model 1 (top) and
Model 11 (bottom). Although only five picoseconds into the simulations. the distinctly
different character of the chemically-sustained shock wave supported by Model 1 and
Model 11 is alrcady evident. Both madels transform AB reactants (visible to the far
right of Fig. 1) to products (visible to the far left Fig. 1) but in a qualitatively different
fashion.

In Model I the shock front compresses the material to the point that chemical 1eactions
begin. The pressure then gradually decreases leading to a lower density products region
as shown in Fig. 2. By 5 ps the overall shock wave structure in \Model | has alicady hegun
to develop the classic form of a von-Neumann spike followed by a developing varefaction
1 Taylor) wave expected from the ZND continuum theory of planar detonations |1-3)
As we have shown elsewhere. this form becomes more distinet at longer times with the
simulations rapidly approaching near-steady flow conditions close to the shoek front [12].

In contrast. Model 11 does not exhibit the classic ZND behavior as <b- .. in Fige.
1-2. First. in Model 11 there is a leading compressional wave—absent in Moder I—whidh
heats and compresses the material and starts it flowing but does not induce chemical
reactions. This compressional region is then followed by a dissociative zone where the
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Figure 2. Plots of the pressure (eVA~2) and density (amuA~2) as a function of
position for Model I (left) and Model II (right) at an elapsed time after impact
of 5.0 ps.

molecules are compressed to the point that they lose their molecular identity but without
the large-scale production of molecular products. Although the density is higher in
this dissociative region than in the leading compressional region. the average nearest-
neighbor interatomic separation has actually increased due to the greater coordination
of the atoms. In addition. the dissociative region in Model I1 is separated from the
products region at the far left of Fig. 1 by a distinct boundary across which the majority
of products are abruptly produced. Furthermore. as Fig. 2 shows. Model 1 also exhibits
a developing flat-topped shock-wave structure rather than the peak and following Taylor
wave exhibited by Model 1. Although the three boundaries separating the four distance
regions in Model II—like the single boundary in Model I—rapidly stabilize to steady
velocities, we have found that these boundaries move at velocities of 7.2, 6.4 and 5.9
km/sec[15). Hence. the lengths of the leading compressional and dissociative regions in
Model 11 enlarge to millimeters in microseconds

Through longer time simulations and varving initial conditions we have verified that
the qualitative differences in the chemically-sustained shock waves exhibited by Model |
and Model 1] are not artifacts of the starting conditions but are rather intrinsic properties
of these models. Thus. although Model I and Model 1T onlv essentially differ at ambient
conditions in their bond lengths. these models nevertheless support altogether different
chemically-sust>: ..’ shock waves.

We have traced the shock-wave splitting present in Model 11 1o a fitst-order poly-
morphic phase transition accompanied by a volume collapse {16]. This volume collapse
has been made possible at the temperatures and pressures of the chemically-sustained
shock wave in Model 11 by shortening the equilibrium bond lengths without changing
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the intermolecular potential. This polymorphic phase transition 1s a dissociative one
where the AB diatomic molecular solid transforms to a close-packed material with much
higher density but larger average nearest-neighbor interatomic separations. More than
35 years ago the first shock induced polymorphic phase transition was observed [17]. An
important property of these phase transitions predicted from continuum theory [17-19)
and observed experimentally {17-19] is the associated compressional shock wave sphtting
that might occur. If split compressional shock waves are present. then continuum the-
ory predicts[17] that the leading shock front starts the material flowing biinging it to
the point of transition while the transition occurs across the second compressional shock
front. This is just the behavior v..served in Model I1. Actually. there are not one but two
polymorphic transitions visible in the snapshot of the Model II simulations. This sec-
ond transition occurs at the interface hetween the dissociative zone and the rarefaction
region as the material transforms from the dissociative close-packed phase to A, and B,
molecular products. It is this second transition which produces the required behavior
in the shock Hugoniot for a rarefaction shock wave. This product rarefaction shock
front acts as a steadily moving piston producing the flat-topped shock-wave structure
observed in Model I1. In contrast. in Model 1 there is no evidence for either transition
and the simulaticns evolve towards a classic ZND detonation.

Shock induced phase transitions accompanied by shock wave sphitting are well known
in energetic materials. The possibility of a dissociative phase transition induced by «
chemically-sustained shock wave is fascinating because this behavior might vield a more
efficient conversion of chemical energy 1o useful work. To our knowledges however, a
chemically-sustained shock wave accompanied by a first-order phase transition has vet
to be observed. At a minimum. the results of the comparative study between Model |
and Model Il demonstrates the mmportance of carcfully considering the mgh-pressure
characteristics of the model in developing potentials for simulating condensed phase
detonations.

SUMMARY

We have presented a comparative study of two auaianvelv difierent chennealls
sustained shock waves. One shows hehavior eanected nom the ZND) tneorny ol plana:
detonations. The other exhibits the complexity of a split shock wave tesuitime rom the
presence of a polvmorphic phase Gansition. T he presence of this phase transitior it
second model transforms the vou-Neumann spike mto a Hat-topped profiie witii a pro
ceeding compaction wave which 1s also lat-topped. This comparative study dlinstrates
the importance of carcluliy considenng the high pressure characteristios of the maodel i
developing many-hody potentials for simulating chenncally-sustamed shock waves Fie
comparative study also pornts out the tasciatine possibiirye of cnenealiv-sastamed
shock waves wecompaned in o tst-otaer blie ~ tansie,
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FEMTOSECOND SPECTROSCOPY OF
CHEMICALLY REACTIVE SOLIDS: A METHODOLOGY
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ABSTRACT

An experimental methodology for recording femtosecond time-resolved observations of
irreversible change in solids is described. The central problem posed is that the time-dependent
evolution must be observed on a single-shot (i.e. real-time) basis since the sample may be
permanently altered after each excitation event. Preliminary demonstrations of real-time
femtosecond spectroscopic observations are presented. In addition, one-shot data acquisition
techniques open up the possibility of excitation intensities that greatly exceed optical damage
threshholds of most samples. Since only one excitation pulse is used, cumulative damage
mechanisms may be circumvented. Even if the samiple is damaged in a single shot, in some
cases the events of interest may be observed before damage occurs. The use of timed
sequences of high-intensity excitation pulses to drive large-amplitude, coherent lattice
vibrations is discussed. If successful, such large-amplitude lattice vibrations could assist
crystailine chemical reactions or structural phase transitions.

INTRODUCTION
Maotivation for Real-time Fi is

Femtosecond spectroscopy of chemical reactions in gases and liquids has been carried
out since the mid-1980's [1]. In the simplest cases, optical absorption into an unstable
molecular potential energy surface leads to direct photodissociation or rearrangement, and the
clementary bond breakage or other chemical process takes place on subpicosecond time scales.
If the reacting species is in a condensed medium, the surroundings may influence reaction
dynamics considerably. Neighboring molecules may offer mechanical or dielectric resistance to
the separation of photofragments, and dissipation of energy from the reactive mode into the
nonreactive (“bath") modes of the molecule and its environment may prevent reaction
altogether. Time-resclved spectrocopy of liquid-state chemical reactions has revealed
substantial solvent effects on chemical reaction dynamics and yield {1,2).

The solid-state environment typical of most energetic materials should be expected to
mediate chemical reactivity far more heavily than liquid-state surroundings. Molecular
dissociation should be strongly influenced by the repulsive forces of immediate neighbors, or
by the possibility of reaction between fragments and their neighbors. An ordered crystalline
environment is known to be particularly influential, with reaction dynamics, yields, and
branching ratios strongly dependent on the details of crystal structure and quality [3]

Chemically reactive crystals are of special interest both because of the high energy
density that can be stored and because, from a fundamental point of view, the c-dered
environment could facilitate detailed analysis of energy flow between reactive species and their
neighbors. Femtosecond spectroscopy of crystalline chemical reactions should reveal much
about the sequence of events involved in energy release and about the microscopic mechanisms
of reaction initiation, propagation, and termination. However, the only femtosecond
spectroscopic observations of chemically reactive solids reported to date have involved
reversible excimer formation reactions in which very low energies (dictated by van der Waals
forces) are released [4,5].

i 1> reason for so little solid-state femtosecond spectroscopy is simple: most solif-stz.c
samples cannot be conveniently "flowed" to remove altered material from further experimenua
observation. In examination of chemical reactions in the gas or liquid phase, the sample is
flowed so that reaction products resulting from one excitation event (one laser "shot") are
removed before the next laser shot. Data are collected not in a single shot but through many
excitation-probe sequences. An excitation pulse initiates photochemical reaction at the zero of
time, and a delayed probe pulse is used to monitor reaction progress at some later time. Fresh
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material is then introduced into the irradiation volume, and the excitation-probe pulse sequence
is repeated with a slightly different delay time. This procedure is continued until the entire
process of interest is observed. Each excitation-probe repetition yields a single point on the
time axis, and the data are collected point by point. Often many thousands of repetitions (with
signal averaging of many repetitions at each delay time) are performed to yield a single time-
depcndent sweep. In this manner the time-dependent evolution of the sample following
photoexcitation is recorded "point by point" along the time axis. This procedure cannot be
followed with most solid samples. Only samples of excellent uniformity and optical quality and
of large size may be moved after each shot to continuously expose fresh material. If this is not
possible, the full time-dependent response must be recorded in a single shot. An experimental
apparatus is described below in which multiple probe pulses are prc duced and used to monitor
the sample at several different delay times following photoexcitation. Preliminary data will be
shown, and current efforts to improve the apparatus will be discussed.

P cor Laree-amolitude Coberent Phonon Exciiat

Single-shot data acquisition permits femtosecond time-resolved sp.ctroscopy to be
carried out even when a non-flowab.« sample is permanently altered through photoexcitation.
Permanent sample change could be due to a photochemical reaction under study, as discussed
abwve, or due to other processes. Even samples which are not ordinarily photoreactive can be
optically altered ("damaged") by a sufficiently intense excitation pulse. Some optical damage
mechanisms are dependent on cumulative radiation energy density over an extended time
period, while others depend only on peak radiation intensity. In almost all cases the damage
mechanism is unclear, with the occurence and extent of damage dependent on not only
predictable factors such as optical intensity and wavelength but also on pulse duration,
repetition rate, and even the optical phase profile [6). In general, single-shot spectroscopy
should allow examination of samples which are irradiated by excitation pulses whose
intensities exceed optical damage threshholds. Cumulative damage mechanisms could be
avoided entirely, and even damage which results from high peak intensity may occur on a time
scale longer than the one of interest. In the latter case measurements could be recorded before
sample deterioration takes place.

This opens up the possibility of using intense excitation pulses to excite coherent lattice
vibrations (ootic phonons) of large amplitude through impulsive stimulated Raman scattering
(ISRS). In ISRS, an ultrashort excitation pulse exerts a sudden ("impulsive") driving force on
Raman-active vibrational modes, initiating coherent vibrational oscillations which can then bhe
monitored. Time-dependent observations are made of the crystal latuce at various stages of
collective vibrational distortion away from its equilibrium configuration. This is panticularly
interesting if the lattice vibrational mode plays in important role in chemical or structural
rearrangement [7]. In organic excimer forming crystals, a lattice mode whose motion brings
neighboring molecules toward each other along a likely reaction path was examined through
ISRS [8,9]. In this case, the mode coincides well with the excited-state reaction coordinate. In
ionic crystals which undergo structural phase transitions, "soft" lattice modes whose motions
bring ions from their positions in one phase toward the positions they occupy in a new phase
(and which therefore play the role of collective reaction coordinate) were studied [10]. In all
cases to daie, however, the coherent phonon amplitudes (i.e. how far molecules or ions in a

crystal were driven through ISRS) were small - on the order of 10-3-104 A. This is much
smaller than quantum or mean thermal uncentaintics, and so no new chemical or struciural
changes were induced. Far higher coherent phonon ainplitudes could be reached through the
use of more intense excitation pulses with near-resonant wavelengths, but sample damage has
prevented this so far. Single-shot detection methods should permit more intense ISRS
excitation pulses and should *i~1- considerably higher phonon amplitudes.

A complementary experimental approach to higher driven phonon amplitudes through
ISRS is the use of multiple excitation pulses to exert a series of "impulsive” driving forces on a
selected mode. This has been demonstrated on both organic and ionic crystals [9,11]. A
sequence of excitation pulses is timed to match the lattice vibrational period of interest, and
cach pulse amplifies the coherent vibrational motion induced by pulses before it. This is closely
analogous to repetively driving a child on a swing with an appropriately timed series of pushes.
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Multiple excitation pulses, each with intensity below the optical damage threshhold, can result
in improved phonon amplitudes and also improved mode selectivity relative to single pulses.
Imcn(s)‘eis multiple excitation pulses could be used in conjunction with single-shot detection
methods.

The production of femtosecond pulse sequences whose timing (and also optical phases)
can be controlled is a recent achievement [12]. As described below, femtosecond "pulse
shaping" originally involved the use of optical elements (spatially varying masks) which were
permanently fabricated to produce a specified pulse sequence. Any pulse sequences of interest
therefore needed to be specified in advance so that the corresponding masks could be
manufactured. More recently, multielement liquid crystal displays (LCDs) have been used so
that new pulse sequences could be produced at will. We have developed computer algorithms
which permit the user to simply specify the desired pulse sequence. The necessary
manipulations are then carried out on the LCD such that the pulse sequence is produced. Some
illustrative results of the current capabilities will be shown, and the prospects for further
development will be described.

EXPERIMENTAL
Single-shot Detection: Multiple Probe Pulse A

We have constructed a single-shot femtosecond spectrometer consisting of a series of
partial reflectors, delay lines, and other optics such that a single probe pulse is split into sixteen
pulses whose arrival times at the sample are controlled independently. The setup is illustrated in
Fig. 1. The apparatus includes several sets of four reflectors whose reflectivities at the probe
wavelength are 25%, 33%, 50%, and 100%. This insures reasonable equal intensities of all
sixteen probe pulses. The probe pulses are overlapped spatially with the excitation pulse at the
sample. The transmitted probe pulses are incident on different regions of a CCD detector and
their intensities are measured The CCD detector is equipped with software designed to locate
separate "regions of inteiest” (i.e. separate laser spots) and 1o carry out simple manipulations of
the intensities recorded at pixels within each region.

The laser system used to conduct preliminary multiple probe pulse experiments has been
described in detail in earlier publications {13]. Briefly, an antiresonant ring dye laser is
synchronously pumped by the frequency-doubled output of a cw modelocked Nd:YAG laser.
The cuput, centered at 620 nm, is passed through a three-stage amplifier which is pumped by
the frequency-doubled output of a Q-switched, modelocked, and cavity-dumped Nd:YLF laser.
The Nd:YAG and Nd:YLF pump lasers are synchronized through the use of a common RF
source which drives both of their modelockers. The synchronously amplified output consists
of 80-fs, 10-pJ, 620-nm pulses at a S00-Hz repetition rate.

In the preliminary multiple * Jix pulse experiments, transient birefringence (i.e. optical
Kerr effect or OKE) or transient .«so. ption was measured. In the former case, the excitation
pulse was linearly polarized at 45° f:om vertical (V). The probe pulses were V polarized, and a
horizontal (H) polarizer was placed in front of the CCD detector. In the latter case, the
excitation polariztion was varied and there was no polarizer after the sample. Note that 1n
addition to the individual delay lines for each probe pulse, there is an overall delay line which
changes the timing of all the probe pulses relauve to the excitation pulses but not relauve to
cach other. Data were recorded with several choices of overall delay to check for internal
consistency. In addition, data were recorded over periods of several hours to check for dnft in
the spatial alignment of the pulses in the sample or at the CCD detector.

Cemouter Gererz. - of Multiple Excitation Pulses

The setup for production of shaped excitation pulse sequences is illustrated in Fig. 2.
The frequency components of a single femtosecond pulse are dispersed by a grating and
focussed onto a spatially varying mask. This can be an amplitude mask. which blocks selected
components, or a phase mask, which alters the phases of selected components. The ransmitted
light is incident 0 a second lens and grating identical to the first and with similar positions and
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PULSE SHAPING APPARATUS

e

Grating Mask ns Grating
A - Yo
\! - | —
‘ - -
\/ -
Blue Red

Ny,

Ve

Figure 2; A schematic illustration of the pulse shaping apparatus.
An ultrashort pulse is spatially dispersed and collimated by the the
first grating and lens. The phase and/or amplitude of differing
frequency components are altered at the mask for the desired output
pulse. The second grating and lens recombine the shaped pulse.

Not shown are half wave plates placed between each pair of lens and
grating.
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orientations relative to the mask. The manipulations of the mask on the frequency profile of the
pulse lead to corresponding effects on the temporal profile. With both phase and amplitude
masks, the outgoing temporal profile and phase can both be controlled. The original masks
were permanantly etched onto glass substrates, and each mask was used to generate a single
pulse sequence. In our current setup we have a multielement liquid crystal display
(Meadowlark Optics) and driver (Cambridge Research and Instrumentation). The display
consists of seventy pixels which are 100 um wide, including 15 pum "dead" space. The
computer-interfaced driver applies an ac voltage which orients the liquid crystalline material in
the "live" part of each pixel. The experiments reported below were conducted with the one
LCD used as a phase mask. An identical LCD is being incorporated into the system for both
phase and amplitude control.

The 15-pm dead space in between live pixel areas tends to produce a large peak at the
center of the pulsetrains, since about 15% of the light is not under the control of the mask. This
effect was taken into account in the algorithms which design the masks. Other limitations
include the number of pixels and the spatial resolution (i.e. pixel size). These determine the
total temporal range over which a pulse shaped pulse sequence can extend, and the time
resolution with which a pulse sequence can be specified. With our apparatus, time resolution of
about 85 fs and a total range of about 6 ps should be achievable.

The setup includes two 1800 lines/mm holographic gratings (Milton Roy) and two
achromatic 15-cm focal length lenses. Also included are two half-wave plates to rotate the
polarization from H to V before the mask and back to H after the mask. This is necessary
because the gratings and mask require H and V polarizations respectively.

The laser system used for multiple-pulse generation is a Titanium:sapphire femtosecond
laser pumped by 12 W of the output of a cw argon laser. This commercial system (Coherent),
with external prisms, yields 55-fs pulses at 800 nm central wavelength with almost 1 W of
power. The output is used without amplification for pulse shaping.

RESULTS
Multiple Pr 1

The first one-shot data were optical Kerr effect measurements on carbon disulphide
liquid in a 2-mm thick cuvette. Typical data are shown in Fig. 3, along with data recorded in
the conventional manner (many shots, with a variably delayed probe pulse). These data were
recorded before the CCD detector was equipped with the software to do analysis on multiple
regions of interest. The integrated intensity readings at each laser spot were recorded by hand
1o determine the intensity of the comresponding pulse. Differences in probe pulse intesities or in
the degrees of overlap between different probe pulses and the excitation pulse were not
accounted for. Thus the data show considerable scatter. Nevertheless, the overall temporal
response of the sample is represented. The data were reproducible, as illustrated in Fig. 4
which shows an additional one-shot scan recorded with a slightly different "overall” delay
relative to the excitation puise but with no changes in the relative delays. The response
(including scatter, which is primarily due to systematic errors described above) is the same
except for the small changes in overall timing. These and other data were recorded over a
period of several hours, with no apparent detcnoration due to changing spatial overlap of the
seventeen pulses.

Transient absorption measurements were recorded on an approximately 10-3 M solution
of malachite green in ethanol in a 2-mm cuvette. The CCD detector was equipped with the
software “~scribed earlier, and differences in probe puise intensities were accounted for in the
analysis. Differences in the extent of overlap between different probe pulses and the excitation
pulse were partially accounted for by measuring the transient absorption of each probe pulse at
zero delay time, and normalizing the data appropriately. Typical data are shown in Fig. 5. The
data are smoother than those shown in Figs. 3 and 4, presumably because of reduced
systematic errors. Remaining systematic error may be reduced with the use of a different
excitation wavelength, which eliminates excitation scatter and coherent coupling of varying
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amounts into the probe spots on the CCD. Additional data recorded from malachite green over
periods of several hours and with different “overall" timing were consistent with that shown.

Multinle Excitation Pul

Autocorrelation traces of three representative pulse sequences produced by the LCD
mask are shown in Fig. 6. They show distinct temporal profiles with only small amounts of
distortion from the specified sequences. We emphasize that only the desired pulse shapes were
specified, and the mask needed to produce the pulse shapes was determined and fabricated
automatically by the computer and the LCD driver. The algorithms needed to do this will be
described subsequently. Our present purpose is merely to illustrate what is currently possible.

DISCUSSION AND PROSPECTS
Real-time Femtosecond Spectroscopy

The results shown in Figs. 3-5, although preliminary, indicate that this experiment can
be conducted on a routine basis even though it involves seventeen spatially overlapped beams
and sixteen independently controlled delay times. Clearly the greatest limitation is the small
number of points on the time axis. However this can be improved without additional large
numbers of beamsplitters, delay lines, etc. The method to be adopted is illustrated in Fig. 7. A
fraction of the probe pulse is split off and spectrally narrowed such that its pulse duration
reaches several picoseconds. This pulse is used as the (single) probe pulse which is overlapped
spatially with the excitation pulse inside the sample. The transmitted probe pulse then carries
the temporal information about the sample response. If the experiment were on nanosecond or
slower time scales, the transmitted probe pulse would be examined by a fast photodetector and
transient digitizing analyzer and the dynamical sample response would be determined directly.
In our case the "reading" of the transmitted probe pulse temporal profile must be done
optically. To do this, the transmitted prob~ pulse is overlapped spatially inside a nonlinear
optical gate (e.g an optical Kerr cell) with the sixteen pulses produced by our multiple
beamsplitting apparatus. The transmitted probe pulse temporal profile is determined through
measurement (using the CCD detector) of the extent to which each of the sixteen pulses gets
through the gate. This approach has several advantages over our current method. First, the
probe pulse wavelength could be tuned conveniently without extensive realignment of many
beams. For example, the probe pulse (after being split from the pulse which enters the sixteen-
beam apparatus) could be frequency-shifted or used to generate a white-light continuum from
which desired frequencies could be selected (and amplified if necessary). Second, optical
quality of the sample would be somewhat less important since the CCD detector is irradiated by
sixteen pulses which never go through the sample but only go through the nonlinear optical
gate. Third, the multiple-pulse readout system could be readily modified to yield many more
points on the time axis. This is illustrated in Fig. 7. A beamsplitter just before the nonlinear
optical gate sends all the beams into another nonlinear optical gate, so the number of total
readout pulses goes from 16 to 32. A small retarder (e.g. a thin piece of glass) inserted in the
probe beam changes the overall timing of the pulses in the second gate, so that 32 different
times are monitored. This procedure could be continued until all possible space on the CCD
detector is used. In practice, at least 32 and probably considerably more spots could fit.

We note that severai more "elegant” approaches to single-shot data acquisition could be
tricd. For example, a large angle between the cxcitation pulse and a single, cylindrically
focussed probe beam could be used. Different, spatially separated regions of the probe beam
would then overlap with the sample at different delay times, and the transmitted probe beam
could be examined with an array or CCD detector. An analogous procedure could be tried with
crossed excitation pulses which form a transient grating and a cylindrically focussed probe
pulse whose parts are diffracted off the grating at dit"™ ... t delay times [14]. These methods
offer many more points on the = "~..c axi« but their tinc . ..0lution is limited by the time required
for the probe pulse to traverse a distance on the order of the excitation spot size. In practice, the
time resolution would almost centainly be poorer than 100 fs. Other possible methods involve
introducing a linear frequency chirp in a single probe pulse. then spectrally resolving the
transmitted probe pulse which should have a frequency-to-time comrespondence. In this case
the distinction between temporal and spectral evolution of the sample may be difficult to make.
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Fig. 6a: 1.05 THz pulse train generated by computer controlled LCD mask.
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In general, all the methods of which we are aware involve compromises of experimental
difficulty, number of points, time resolution, and/or other factors. The method we have chosen
is somewhat difficult and limited in the number of points, but permits very good time
resolution and straightforward data analysis.

Mulsiple Excitation Pul

Our results thus far encourage us to believe that multiple-pulse femtosecond
spectroscopy can soon be carried out at levels of control and convenience comparable to those
typical of modern NMR spectroscopy. Improvements currently being prepared include the use
of both phase and amplitude LCD masks and fabrication of improved LCD masks with more
pixels and considerably smaller "dead" spaces.

ipl jitati I

Femtosecond time-resolved spectroscopy of solid-state photochemistry, including
photochemistry in energetic solids, can be carried out with single-shot detection methods. For
ISRS excitation of large-amplitude vibratonal responses, it will be useful to combine multiple
excitation pulse and multiple probe pulse techniques. This could permit iterative improvement
of the excitation pulse sequence based on the material response observed after each shot. The
procedure is illustrated schematically in Fig. 8. At the simplest level, the human experimenter
analyzes the sample's response to an excitation pulse sequence, decides what pulse sequence
might work more effectively, and instructs the computer to generate the improved pulse
sequence. The computer does this through the present algorithms which allow it to design and
execute the appropriate mask. However it may prove more effective to remove the human
experimenter from the routine interation loop. The analysis of the sample response and the
optimization of the excitation pulse sequence could also be largely computerized. This appears
futuristic but in fact it is already discussed widely in the context of "mode-selective chemistry”
of isolated molecules in the gas phase. In fact our intentions are also to conduct a sort of mode-
selective chemistry, but in the crystalline phase. We hope to use intense, near-resonant
excitation pulse sequences to drive coherent phonon amplitudes of a substantial fraction ot
angstrom. If this proves possible, then new types of chemical or structural rearrangemenets
might be driven and monitored in real time through single-shot detection. Optimizanion of the
excitation waveform in the most efficient manner possible (with as little sample loss as possible
along the way) will become an important part of the experimental process.

Large-amplitude phonon-induced crystalline chemical reactions. if they can be driven
through ISRS excitation. would permit detailed examination of solid-state chemistry in the
ground electronic state. This 15 most relevant to initiation of chemical change 1n energeti.
materials. In fact the large-amplitude phonon response which we hope to drive could be
considered a "microshock™ whose chemical initiation could resemble shock-induced initiation
in energetic solids.

SUMMARY

An experimentai methodology for real-time femtosecond spectroscopy. i which
observations are made and recorded in a single laser shot, has been described. Prelimnnary data
nave been presented which indicate that the approach is viable and can vicld reproduciblc
results. The method used will permit femtosecond time-resolved observations of photochenuc.l
reactions 1n energetic materials. Some substantial improvements currently being implemented
have been described.

Computerized generation of femtosecond pulse sequences to be used for selective latuce
vibrational excitation h-s been illustr*... - i.e prospects for excitanon of large-amplitude
coherent lattice vibuatiu.2e waich could inauce chemical or structural rearrangements have beers
discussed. These prospects depend on combination of multiple excitation pulse and single-shot
detection methodologies.
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Explosion Of Drops
Impacting Non-Wetting Rigid Surfaces

Clarence Zener And Dennis Prieve
Carnegie Mellon University
Pittsburgh, PA 15213

More than 100 years ago Worthington [1,2] reported his observations on drops exploding
on impacting rigid surfaces they did not wet. Mercury was his favorite fluid, since mercury does
not wet most solids. For water drops he had to especially "smoke" his surfaces to make them
non-wetting. In his day high speed photography had not been developed, but he had learned to
“stop" his falling drops by spark illumination. His drops had radii of typically 1 mm, fell from a
height of ~10 cm and ejected always an even number of spikes, typically ~24. These spikes
would shoot out from the impacted area at velocities several umes higher than the impact
velocity.

In this paper, we demonstrate that Worthington's reported observations follow directly

from the basic physical principles governing fluid flow. As an introduction to our description of

why drops explode when they impact non-wetting surfaces, we shall review the physical
principles which have lead to our understanding of this explosion.

In the 17th century Newion started with the basic relation
mass x acceleration = foree
mUa=f ("

During the 18th century Lagrange gencralized Newton's law to describe the mechanies of a large
number of interacting masscs.

—— e (2)

dr 9q, 9q,
Here the ¢,'s are the independent variables of the system, K{g,"s.q,’ s} is the total kinetic energy

of the system and P(g,"s) 15 the total potential energy of the system

The mneteenth century saw a great advance in understanding the mechanics of thuds
This advance came primanly through the ntroduction of the concept of potential tiow o!
incompressible fluds. In such flow the velocnty U of evers pomnt of the flod 1s given by the
gradient of a harmonic tunction. Thus a harmonie velocnty implies

U=Vo (3

where ¢ satisfies the differential equaton

Mat. Res. Soc. Symp. Proc. Vol. 296. 1993 Matenals Research Society
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V29=0 )
The two equations (3) and (4) imply that the fluid behaves as if it were incompressible,

V.-u=0
and curl free

VxU=0

Thus harmonic flow implies both zero change in volume and zero energy loss by viscosity.
Unfortunately harmonic flow cannot have stationary boundaries.

In order to emphasize the difficulty of solving this equation when one boundary is a rigid
surface, we quote from Milne-Thomson [3]): "Not so many years ago the dynamics of a
frictionless fluid had come to be regarded as an academic subject incapable of practical
application due to the great discrepancy between calculated and observed results." He then
explains how this difficulty was largely removed by the recognition of the Prandtl boundary
layer which protects harmonic flow from direct contact with the rigid surface boundaries.

In 1985 Rodriguez and Mesler [4) published a paper describing what happens when
water drops impact a pond of water. At low impact velocities, small drops bounce off the pond.
Large drops float for a while before submerging. On reading of these experiments we suspected
that an entrapped air film protected the drop from making direct contact with the water in the
pond. This suspicion then lead to the concept that in Worthington's experiments an entrapped air
film was protecting his drops from direct contact with non-wetting solid surfaces. If correct, this
entrapped air film was performing the role of the Prandtl boundary layer. The low density and
low viscosity of the air film in contrast to the Prandtl boundary layer meart, however, that it
would absorb a negligible amount of energy from the drop. This paper gives the results of these
thoughts inspired by the observations reported by Rodriguez and Mesler.

Analysis

With the above background we now attempt to construct the velocity potential of a drop
at its instant of impacting a non-wetting rigid surface. Figure 1 presents our first attempt. Here
we use symbols as well as pictures of the streamlines which these symbols represent. For the
sake of clarity we represent the drop's shape as that of a truncated cylinder rather than as a
sphere. v, representing the velocity potential at impact, is the sum of two terms. The velocity
potential, -Uyz, represents the drop just before impact. The stream lines are a set of uniformly
spaced vertical lines. The second velocity potential, y*, represents an initially stationary drop
which has just been struck from below by an upward impulse of intensity U,. The velocity
pattern of y* is that $pecified by the boundary conditions

dy *
0z
y*=0 on free surface 6)

=U, at 2=0,r<a 5

'
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Conservation of kinetic energy requires

JIfelvty -y av = [ffouiav

|
However Ijjp(Vw) (Vy*)av =0 E
since ” pY *%%—ds =(. |
Finally [[Jovw)* av + [[[o(vy ) av = [[[ovi av !
we conclude %_“J p(Vwr *)2 dV = "lost kKincuc energy”
Fig. 1.

Derivation of "lost kinetic energy," using Green's Theorem

Since the stream lines of W looked as we tnought they should look. we thought they did indee!
represent the real stream iines just atter impact. o test this nunch. we transterred y* to the et
side in Fig. 1. took the gradient of both sides, then squared both sides, muluplied by the densin
p(r). and integrated over all space. observing howeser. that p vamshes outside the drop  Makin,
use of Green's theorem. and of the constramnts (5) and (o). we tind the mtegral of the cross
procuct term vanishes, ieaving




144

ﬁjp(V\y)2dv +Iﬂp(V\|} *)Zdv = pUg X drop volume Q)

Clearly a significant part of the original kinetic energy of the drop is not rcpresented by the
velocity potential y. According to Lord Kelvin (1849), we have only found that harmonic
function of minimum kinetic energy which satisfies the required boundary conditions. If we
wish to know what happened to the drop during impact, we must be able to describe what

happened to the "lost kinetic energy", 'i'm p(Vy *)2a'V .

The dilemma we have run into has arisen because of our assumption of zero
compressibility. We should have said very small compressibility rather than zero. With this
change we now recognic. that our "lost kinetic energy" is simply the compressive potential
energy induced within the drop by its impact. We now have the most remarkable conclusion
that whereas the square of the density of the stream lines of y gives the density of kinetic energy
just after impact, the square of the density of the stream lines of y* gives the density of
compressive potential energy within the drop just after impact. Wec want to particularly
emphasize that the kinetic energy and compressive potential energy are concentrated in the same
regions, namely in the lower outer edges of the drop. Clearly the coexistence of a high
concentration of kinetic and compressive energy in the same region encircling the drop is an
ideal recipe for an explosion. We emphasize that this conclusion is independent of the drop's
shape before impact.

We now describe a harmonic velocity potential which represents the essential features of
a drop impacting a non-wetting surface.

o(r,6,z;:1) = y(r,z) +4(1)$,(r.8,2) : (8)

where 1,0,z are the usual cylindrical caordinates. The velocity potential y has stream lines as
indicated in Fig. * We have seen that it does not, however, have sufficient kinetic energy to
represent our drop after impact. We shall find that the second velocity potential,

BrY —Bzs
Il
¢, = cos(nb) 5 9
a

will, however, supply the missing kinetic energy provided the ratio of sound velocity of drop
fluid, C, to the impact velocity U, is sufficiently high. Towards this end we must find the
coefficient g(r).

To help visualize the remarkable explosion activated by this second velocity potential,
On. we note that g(¢) is the amplitude of a perturbation in the radius of the drop

rg(8,2,1)~a = g(t) cos(n9) e~ H*/4 (10)

~here rp is «he radial distance from the axis to the drop’s surface and




q(0)=0

The primary parameter n is an even integer
representing the number of fluid rays emerging
from the point of impact. ‘The secondary
parameter B has an upper bound limited by
surfacé tension, and a lower bound of n. The
precise value of P is that which gives the
maximum growth rate for » modes (as in
Rayleigh's analysis of long fluid jets). For water
near room temperature, we find n=24 and § =
22,

n

In order to determine g(f), we use (8) and
(9) in (2) to compute the total kinetic energy K,
and we use the square of the density of
streamlines of y* to compute one contribution to
the total potential energy P. Another important
contribution to P is the surface energy, which
grows as the area of the drop increases. In the
particular case where the fluid sound velocity C is
extremely high compared to the impact velocity,
ie,
C>»U, {12)
the required volume and surface integrals in (2)
can be evaluated on the assumption that the drop's
surface has not moved significantly before most
of the "lost kinetic energy" has been transferred to
the new velocity potential ¢n. In particular, the

initial velocity ¢(0) is chosen to conserve energy.
The differential equation thereby obtained for g(f)
is

aj-bj-cq=0 (13)
That solution of (13), which satisfies the

boundary condition (11) and conserves kinetic
energy, is

q(t)= q, sinh (-i-)(,bt/za (14)
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Streamlines associated with ¢, in one of »
sectors of circle of radius ry;. The
streamlines of ¢, are essentially confined
10 a thin surface layer. Their low inertia
results in a high outward acceleration,
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The analysis we have adopted leading to (14) is essentially that followed by Rayleigh [5] in his
study of the stability of cylindrical columns of water under gravity-free conditions. In his case
instability was driven by surface tension. In contrast, in our case instability is driven by the
hammer pressure pU,C, which is three orders of magnitude greater than the stagnation pressure
at the vase of a steady stream of fluid impacting a wetting surface at the velocity U,.

The value of © which we calculate is less than one microsecond. This low value is
consistent with the concept that the "lost kinetic energy” has been absorbed by the ¢, velocity
potential before the drop surface has had time to move an appreciable distance.

We now review our attempt to find the essential futures of what is happening to a
cylindrical drop impacting a non-wetting surface. In our analysis we make one basic
assumption: the ratio of sound velocity to impact velocity, C/U,, is so large that no observable
effect would be introduced if C was increased still further. We have found that a consequence of
this assumption is that a major part of the kinetic energy of the original drop, but not more than
~90%, is associated with an axially symmetric velocity potential, y. We have identified not only
the magnitude of this "missing” kinetic energy (see last line in Fig. 1), but also its spatial

distribution, namely that given by %p(qv%)z.

This "missing" kinetic energy has two distinct parts, that containing the square of the

vertical velocity, equal to -;-pug. and that containing the square of the radial velocity. It is

evident from Fig. 1, this second component is absent in the center region near r = 0, but becomes
somewhat greater than U near r = a. This "missing” kinetic energy density is therefore at least
twice as great near the periphery as at the center. This observation is in agreement with what is
found in meteorites striking the earth, namely that the maximum pressure in the impacting
meteorite is much higher at the edges than at the center.[6,7]

We make one further comparison with prior impact studies. When high velocity solid
cylinders impact massive plates, the front part of the cylinder deform in much the same way as if
they were, at least temporarily, liquids. This is especially the case where the cylinders are made
of metals having a sharp yield stress. Such materials may respond to impact loading where at
any one instant deformation is confined to narrow slip bands within which adiabatic deformation
results in a local rise in temperature, and thereby a shift of impedance to local increase in
deformation rate to the inertia of the material itself. This possibility has recently been explored
by Holt and colleagues.[8] Towards this end, they have compared the deformation of impacted
cylinders with the deformation calculated by G.I. Taylor.[9] We find the deformation
represented by our y (see Fig. 3) is essentially the same as the Taylor deformation reported by
Holt ez al.
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Radial impact velocity, U,(a,2) = dy/dr, as a function of the distance z from
impacted head. U, is impact velocity and a is cylinder radius.
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AB INITIO STUDY OF ELECTRONIC STRUCTURE
OF RDX MOLECULAR CRYSTAL

GUANG GAO*, RAVINDRA PANDEY AND A. BARRY KUNZ
Department of Physics, Michigan Technological University, Houghton, MI 49931

* Cumrent address: Department of Chemical Engineering and Materials Science, University of
Minnesota, Minneapolis, MN 55455

ABSTRACT

An embedded molecular cluster model is used to study the electronic structure of
cyclotrimethylene trinitramine(RDX) molecular crystal. In this model, a molecuiar cluster
describing a local region of the crystal is treated in the Hartree-Fock approximation. The
embedding lattice is represented by mulripoles that are determined quantum-mechanically.
Cluster-lattice orthogonality is achieved by transforming canonical orbitals to orbitals which are
localized on individual molecular sites by means of a self-consistent localization potential.
Results for the free molecule and the perfect crystal demonstrate the domination of three N-NO»
groups on intermolecular properties. For the defective crystal, results show a significant
distortion in the electronic structure caused by local deformations in the lattice that may account
for the formation of hot spots.

I INTRODUCTION

Cyclotrimethylene trinitramine (RDX) is one of the most important representative
energetic materials, A theoretical study of electronic properties of such a material can be expected
to produce a fundamental understanding of its detonation behavior at the microscopic level. We
note here that a direct relationship between sensitivity and electronic processes in a series of
energetic materials (TATB, DATB, MATB and TNB) has been shown by Sharma and Beard {1]
using X-Ray Photoelectron Spectroscopy.

One of the main problems in describing electronic properties is that these systems often
contain more molecules than can be handled by using conventional quantum chemistry methods.
An alternative approach is therefore to simulate the crystal by a molecular cluster that contains
the local region of interest. However, in this approach the question of representation of the
remaining (embedding) lattice poses the greatest difficulty. Furthermore, the nature of the cluster
approach requires (cluster) molecular orbitals to be localized resulting into a very small overlap
with the embedding lattice.

. For ionic crystals, our group has successfully developed the ICECAP methodology that
simulates the crystal by a molecular cluster embedded in a shell-model lattice.[2] In the presemt
work, we extend this approach to study electronic properties of energetic materials that are
classified as molecular crystals. We will give a brief description of the theoreticai model in the
gxcs:ét sec:!ion.SResults of the calculations on the RDX molecular crystal will be presented and

iscussed in Sec. Il

II. THEORETICAL MODEL

. Embedded cluster appruach (ICECAP) divides a crystal into two regions : cluster (A) and
environment (E). In this context, the cluster will be defined as a collection of one or more
molecules. By virtue of its finite physical size, the cluster containing the local region of interest
is chosen to be larger than the physical exwent of the phenomena involved. The cluster
Hamiltonian in the Bom-Oppenheimer approximation can be written as :

Mat. Res. Soc. Symp. Proc. Vol. 296, £1993 Materials Research Society
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Ha=Hao+Iag 1)

where Hyois the Hamiltonian for a free cluster and is Ixg the interaction energy between the
cluster and its environment, Hao and Iog can be written as

_ A x AA el 1AA @2 1AAZ2.Z:62
Hao=-3 35 V& - ;;:r,%'-ﬁ,‘;* ‘2‘}'{3 iri - 15l *5%@7&;’5{1 @
’A’ﬁ"g' m*%m-rﬁ*g Ri-Rjl - %'t‘j-'ﬂli ®

where A and E represent summations within cluster and environment respectively.

We use lower case letters to represent electron properties and upper case letters to
represent nuclear properties. The mass of the electron is m, its charge magnitude e, and its
position r;. If spin dependence were needed, then r; would be position and spin coordinate, The
auclear charge at I is Zj, and the coordinate is Ry. In the present study, we have neglected
interaction energies within the environment as they are approximately constant relative to the

‘We now inmroduce Nj to represent the number of electrons associated with atom J. The
interaction Hamiltonian (Eq. (3)) can now be written as

Iag = VM+VN+ Vs 4
N

AE (7. 2
Here, Vy =- 2}5 z’ - Rl the Madelung potential due to the presence of ions in the
1

environment. However, it can be ignored for molecular crystals as Zj = Nj. The interaction
potential between the nuclei in the cluster and nuclei and electrons in the environment can be
written as

_AE 21712 EA Z4e2
W= R RRy 2 Ry ©)

Under the assumption of a small overlap between molecular orbitals of Cluster (A) and
environment (E) region, Eq. (5) is reduces

AEZ: Z1-Ny)e?
= S EI AN IR
VN = ‘F? R; - Ryl ©)

In the absence of any ions in the environment (i.e. ZJ=NJ), we can also neglect the contribution
of this term to Ipg. Finally, Vs is given as

AE 2 AE a2
= .3y Nie? &
Vs = ‘,‘:",": Ir;- Ryl +i2§ e, -1l M

where it is defined as the screening potential produced by electrons and nuclei in the
environment.

For the case of a molecular crystal, we transform confignmadon coordinates of eq. (7)
??F nuclear-electron representation to me':2 lu . +nter-nucleas ¢l.ctron representation as
ollows :

AEngy N 2 AEN, 2
Ve = - _Nge? — &
§ = 3X% Wim - Rl * 22 Tom - P ®
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Here, the index m corresponds 10 a molecule; ny, is the number of atoms in the molecule m, Ng
. i:;‘hegkumberofelecmin atom K of the molecule m and Nyy, is the number of electrons in
ecule m.

We now expand eq. (8) using Taylor's series. This expansion is based on the
assumption of a small overlap between molecular orbitals of Cluster (A) and environment (E)
regions, 5o that Rgm<<rim.and rym<<rim, and

AE . AE
Vs = -e( S5 P Bin 4 5 Qu: A8 G 4. )
im m im im

AEp T AE . .L
.g{?% M’im +§§Qm AA (fim ... ®

where Peg, (= %n(-ergm)} and Qem [= %a(-%ermrm)] are electron dipole and quadrupole

B fm
moments of molecule m respectively. The terms Py [=?_(‘, (-eNgRgm)land Qun [= }é (’15
eNgrimtxm)] are nuclear dipole and quadrupole moments of molecule m respectively. Eq (9)

.can now be rewritten as
AE . AE
Vs=-e( S5 em-tin, 5 Qs )+, (10)
im m im im

Here, Prevn  and Qpeun are net dipole and quadrupole moments of molecule m in the

environment (E). :

. For the environment, multipole moments are determined in a self-consistent way from
Hartree-Fock calculations and are fitted 10 a set of point-charges. The term, Vg can then be
evaluated by interaction energies betwezn electrons (in the cluster) and multipoles fitted to point-
charges (in the environment) when m-tecular orbitals are essentially localized.

For the rransformation of canon.cal molecular orbitals to localized molecular orbitals, we
use a formalism based on the work of Adams-Gilbert-Kunz, {3,4] Details of this formalism are
given elsewhere. [5]

IIl. RESULTS AND DISCUSSION

RDX molecule consists of three N-NO2 groups linked to three methylene groups
alternately to form a puckered, six-member C-N ring. {6} The N; - NO2 group is essentially
coplanar but the Nz - NO7 and N3 - NO2 groups are slightly bent. In the literatre, N3 - NO2
and N3 - NO; groups are usually refereed to as axial and Nj - NO; group as equatorial with
respect to the triazing ring.

Gaussian type basis sets [7] were used for RDX (C3NgOgHg) in these calculations.
There are wotally 81 contracted basis functions associated with 114 electrons in the ground state.
The calculated ground state (in the experimental configuration) comes out to be nearly singlet.
Mulliken populations associated with atoms reflect simitarities between the two axial N2 - NO»
and N3 - NO; groups that is consistent with nuclear quadrupole resonance experimental
results.{8]. The highest occupied molecular orbital (HOMO) is mainly associated with the
(equatorial) Ny - NO2 group while the second highest occupied orbital is dominated by the
(axial) N - NO; groups predicting their dominant role in inte: .. Zicular bonding in the crystalline
state,

In our simulation model, we use experimentally determined crystai structure [6] of RDX
that crystallizes in the orthorhombic space group Pbca wich eight molecules per unit cell. To
begin with, our molecular cluster consists of one molecule at the origin and the environment is
represented by 40 molecules that are carefully chosen to give the highes: symmetry within 125
unit cells. The molecules in the environment are initially associated with multpole moments
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Fig. 1. Computational mode! of a defective RDX crystal.

TABLE 1

Total energy, HOMO-LUMO gap and dipole moment of eight near-neighbor molecules (D} to
Dg) of a defect as shown in Fig. 1. The corresponding total energy, HOMO-LUMO gap and
dipole moment of the molecule embedded in a perfect crystal are -886.6944 harwree, 15.36 ¢V
and 1.7031 a. u. respectively.

Dy Dy D3 D4 Ds D¢ Dy D

E(hanree) .886.3037 .883.7130 -880.9840 .890.2072 .885.1218 -893.3103 -888.1578 -887.4688
gap (V) 14.96 15.51 15.81 14.14 15.17 13.88 14.53 14.71
) 20137 20672 20710 20630 _ 20488  2.1125 20249  2.1155
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{dipole and o?uadmpolae moments in the present case) obtained from quantum mechanical
calculation of a free molecule. The Fock equation of the embedded molecule is now solved to
obtain a new set of multipoles that are used to represent the environment. We iterate this cycle to
obtain a self-consistency set of multipole moments representing the environment.

The calculated results show that the embedding molecule has a lower total energy
(-886.6944 hartree) compared to that of a free molecule (-885.8238 hartree) due to the stabilizing
interactions from its environment. Mulliken population associated with atoms of the embedding
molecule show a very little difference between the axial and equatorial N-NO2 grongs in
contrast to that of a free molecule, The calculated dipole moment comes out to be 1.7031 as
compared to that of the free molecule of 1. 7581 in atomic units. This decreased polarization is
attributed to the environment that localizes molecular orbitals. )

We now study the effect of local deformation (induced by a defect) on the electronic
structure of RDX crystal. The crystal is assumed to be composed of paratlel three-dimensional
layers based on a structure model by Armstrong.{9] Each layer is divided into two regions.
Region A is a cluster consisting of eight molecules labeled Dy to Dg. Region E is the
environment of the cluster simulated by 40 nearest neighboring molecules. Figure 1 shows such
astructure mode! where x and y axes are chosen to be in [100] and {010] dircctions respectively.
The eight molecules in the cluster maintain perfect orthorhombic unit cell connections with
molecules in region E. However, the intermolecular distance along [100] direction between Dy
and Ds was chosen to be 70% larger than the perfect lattice spacing to mimic the local
deformation induced by a defect. )

Since the available computational resources do not permit us to represent all of the eight
molecules in region A quantum-mechanically, we use the following approach. First, we solve
the Fock equation for the embedding molecule D] obtaining a self-consistent set of multipole
moments to represent the remaining seven molecules. This cycle is iterated sequentially to obtain
a self-consistent electronic structure for all of the eight molecules in the region A. We note here
that multipole moments associated with the molecules in the region E are taken to be that of the
molecule embedded in a perfect crystal.

The calculated results show a significant change in the electronic properties of the
molecules in the region A, For example, the local deformation caused by a defect has increased
the dipole moment ascociated with each molecule by 20%. By examining HOMO:s of the eight
molecules we find that molecules around the defect show increased polarization along different
directions resulting in a scenario where some of the molecules tend to attract each other while
others tend to repel. Total energies of molecules around the defect appeared to confirm this view
as some of the molecules in region A have higher energies than those in perfect crystal while
others have lower energies (Table 1). This imbalance of intermolecular bonding leads us to one
of the possible mechanism of the formation of ‘hot spots' in the RDX crystal. The local
deformation around a defect (which may be dislocation) polarizes its nearby molecules along
different directions and produces stronger internal bonding between some of the molecules while
weaker bonding to others. 'Hot spots’ are then formed in those local regions where
strengthening of intermolecular interaction has occurred. We note here that experimental
investigations of detonation processes in this material suggest that the generation of ‘hot spots’
may come from the obstruction of dislocation pile-ups by strong internal obstacles which
collapse suddenly to give adiabatic dissipation of the very localized interaction energy.(9]

In summary, electronic structure calculations of perfect and defective RDX crystal were
performed using an embedded cluster method. The results show the domination of N-NO2
groups in intermolecular bonding. In the crystalline lattice, local deformation introduced by a
defect is found to induce a significant polarization in the neighboring molecules in different
directions that may account for the formation of ‘hot spots’.

ACKNOWLEDGEMENTS :

 Helpful di~ruz-ions with Prof. R. W. Armstrong and Prof. J. Vail are acknowledged.
Thlzg (;vork was siproated in pant by Office of Naval Research under contract ONR-N0OO14-89-
J- N



R A I T R R T T

5o
3

2 J. Sharma and B, C. Beard, This Volume,

ail, R, Pandey and A, B. Kunz, Rev. Solid State Sciences §, 241 (1991).

L. Gilbert, in Molecular Orbitals in Chemistry, Physics and Biology, edited by P. O.
Lowdin and B. Puliman (Academic Press, New York, 1964).

. B. Kunz and D. L. Klein, Phys. Rev, B17, '4614 (1978),

B. Kunz and J. M. Vail, Phys. Rev. B38, 1058 (1988); A. B. Kunzand J. M. Vail,

S.

BN
g vt oo
<

T EN

©00 a0
?@”D >

Rev, B38, 1 1064 (1988).
i and E. Prince, Acts Cryst., B28, 2857(1972).
Hunmga. Gaussian Basis Sets for Molecular Calculations (1984).
Kafpomcund‘l‘ B. Brill; J. Phys. Chem., 88, 348(1984).
Am:menz CS. Coffey and W. L. Elban, Acta Metall., 30, 2111(1982); R. W.

trong (private communication)

E




155

MOLECULAR DYNAMICS SIMULATIONS OF SHOCKS AND DETONATIONS
IN A MODEL 3D ENERGETIC CRYSTAL WITH DEFECTS

Lee Phillips
Laboratory for Computational Physics and Fluid Dynamics, Naval Research Laboratory, Wash-
ington, DC 20375

ABSTRACT

We examine shock induced detonation in a three-dimensional model of a nitromethane crystal.
The crystal may contain a defect in the form of a small void. Three regimes are identified: the
shock can be weak enough that no chemical bonds are broken; the shock can be so strong that a
detonation front is established in the perfect crystal: or the shock can be of intermediate strength,
where chemical activity requires the existence of the defect. In all regimes, the defect increases
the reaction rate and causes a hot spot to appear.

INTRODUCTION

The purpose of the work reported in this paper is to understand some of the peculiar properties
of the initiation of detonations in solid chemical explosives. In the liquid and gas phases. those
properties governing the nature of the detonation process are the chemical composition of the
material along with its intensive thermodynamic variables. and the details of the method used to
initiate the detonation. In a solid, even when all of these quantities are held constant, there may
still be significant variability in the responses of a series of samples. For example. in an experiment
in which crystals are detonated by mechanical impact. the variability may take the form of
a wide range of impact energies necessary for detonation in apparently identical samples. A
possible source of this variable response might be some uncontrolled variation in the experimental
conditions, presenting different samples with an unknown variation in initial conditions. However,
a sample of solid material, unlike a fluid. is characterized not only by its chemical composition
and its thermodynamic state. but also by its particular spatial arrangement of molecules. In this
paper we examine the idea that minute details of the lattice structure influence the detonation
process. including its initiation.

One traditional theoretical approach to understanding detonations. and the initiation of a
detonation by a shock wave. involves a description ‘n terms of thermodynamic variables that
are related by an equation of state for the material.! The application of such equations of state
depends on an often implicit assumption that thermodynamic equilibrium is achieved in the
induction zone. and that through an equipartition process the energy in the lattice vibrations is
shared with the chemical bonds. However, because of the extremely small length and time scales
involved in the detonation process in a solid. the apphicability of the concept of thermaodynamic
equilibrium. and the equation of state approach that flows from it has been called o question.* !

In previons work . * we performed molecular dvnamics simulations of the passage of i shock
through a two-dimensionad crvstid containmg various types of defects. We found that tie shoek™s
encounter with certain defects led to the rapid ereation of o targe fluid region with the crvstal,
and that the coliision rate in the region was so high that an equilibrium distribution of molecuta;
speeds was achieved on a verv fast timescale. when tiie shock was still in the neighborhood of
the original defect location. This led us to speculate that i a re: 1.+ solid. an understanding n
terms of thermai equilibrium may be rele- © aiv  all. since the (wermalized fluid tegions would
presumably be the sites of chemical reactions. if their temperawures were high enough. and energy
from detonation reactions could be available to accelerate tiie nearby shock. Further exploration
of these ideas required more realistic simulations. upon which we report in this paper.

Mat. Res. Soc. Symp. Proc, Vol, 296. « 1993 Materials Research Society
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Table I: Parameters used in the intermolecular and intramolecular potentials.

| i W-n{VoclVen | Ve [V
E(eV) ] 0.004 | 0.001 ] 0.00075 ] 7.93467 | 8.93467
SAOT21T 113 (14 1.8650 | 1.5749
To(A) || 5.022 | 5022 | 4.00 | 148 | 148

METHOD

In order to investigate the question of the effects of the details of the lattice structure on the ini-
tiation of a detonation, we have exploited as realistic a microscopic model as now seems practical
for three dimensional calculations. The basic method used is computational molecular dynamics,
where the forces between particles are calculated from additive classical potentials. The form of
the potential between two particles depends only on the types of the particles, which determines
the type of bond between them. There are two classes of potentials employcd. The intermolecu-
{ar interactions are governed by Morse potentials that are similar in form to the Lennard-Jones
potentials used in some previous molecular dynamics calculations of solid detonations.” The
intramolecular interactions, or the chemical bonds, are represented by a predissociative poten-
tial formed by the difference between two Morse potentials, This type of chemical bond model
has been used successfully to model detonations in solids in several previous studies.®3 Its use
has a basis in a theory that the detonation of many energetic solids depends on the population
of an excited state of the molecules in the lattice, followed by the breaking of a key molecular
(“predissociative”) bond.? According to this theory, the molecules can be considered to act as
diatoms. Whether or not these ideas are correct, the predissociative diatomic model is useful in
three dimensions, where more elaborate many-body chemical models, used sometimes in one- or
two-dimensional simulations,!® have not yet been attempted and may be too expensive:

Qur model system is a diatomic, predissociative representation of crystalline nitromethane in
a simple cubic configuration.” The nitromethane molecule consists of a CHj group, with a mass
of 15 amu, bonded to an NO, group, with a mass of 47 amu. The bond is between C and N. The
diatomic model treats each group as an unbreakable molecular unit; following common practice.
we refer to the CH3 group as “C” and the NO; group as “N”, and the predissociative bond
between them as the “C-N bond” (the C and N groups are also often referred to as “atoms.”)

The particular values of the parameters used in the potentials that we adopt here are due
to the recent work of Maffre and Peyrard,!’'!? where the nitromethane potentials were scaled in
order to produce an accurate sound speed. The intermolecular potential is given by

V(r-10)= E(e=5t=r0) 1)’ ~ B,

where the values of E, §, and ry depend on whether this is an N-N, N-C, or C-C interaction.
The N-C intramolecular potential is given by

Here r is the length of the chemical bond. and rg is its equilibrium length. The values of all the
parameters are given in Table I.

Preliminary calculations with results similar to those reported in this paper have been pre-
sented elsewhere.!® The nitromethane model used was less accurate, involving arbi'ra-, values
for some of the potential parameters; this shows that the essentia! cia~acter of the .. 1its do not
depend on the details of the potentials.

Some of the calculations reported here were performed on NRL's Cray-XMP, using a vectorized
version of the Monotonic Lagrangian Grid (MLG)M algorithm. The bulk of work was performed
on a Connection Machine CM-200, using one f its two 8192 processor banks on a system of 8192
particles.
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The algorithms described in reference 6 for 1wo-diinensional nonreactive molecular dynamics
calculations on the Connection Machine were readily adapted to the current three-dimensional
reactive calculations. The only significant changes needed were an increase in bookkeeping de-
manded by the multiple potentials used in the predissociative model Also, in order to determine,
in analyzing the results, when 2 bond is broken, each particle (N :» C group) must be assigned
a unique index.

RESULTS

The reference configuration used for all of the numerical experiments described here is iden-
tical, in form. with the “type-17 stable lattice describcd in reference 7. It is a simple cubic
lattice of N groups, to each of which is bonded a C group. The position of each C group is
obtained by adding the identical displacement to the z, y, and z coordinates of each N group;
the displacements are chosen so that the length of the N-C bond is rg, given in Table 1.

Qur experience in previous calculations in two dimensions®® suggests that of all the possible
crystallographic defects, the most importast in a shocked crystal are small voids. We use the
term “void,” but these are not to be confused with the macroscopic or micron-sized voids that are
known to be important in the detonation of, for, example, liquids, where the voids are actually
gas bubbles that can be heated by compression by a passing shockwave. The earlier molecular
dynamics calculations of Karo, Hardy, and Walker!>16 3lso suggested, indirectly, the importance
of voids in a (two-d'mensional) crystal, by demonstrating that a shock’s encounter with a free
surface results in spalling from the surface. This is relevant because a void involves free surfaces
parallel to the shock front, but, as was shown elsewhere, % the effect of a complete void interior
to a crystal is complctely different from a free surface or a gap.

The method of driving a shock into the crystal is the same in all cases. The leftmost (referring
to the orientation in the figures) plane of molecules is assigned a mass of 800 amu per group.
and given an initial velocity to the right. The system is then allowed to evolve freels .ider
the action of its internal interparticle forces. Periodic boundaries are maintained tran: ese to
the initial velocity direction, while the left and right boundaries are free surfaces. TVer: is no
computational window. This simulates the action of a piston, in that a nearly planar left free
surface is maintained. with a nearly constant velocity, but avoids the continual addition of energy
to the system. Shocks of different strengths are produced by varying the initial “piston™ velocity.

As is well known by now.” it is possible to establish a detonation structure in a three
dimensional crystal without defects. A detonation structure is a characteristic set of moving
interfaces that delineate the shock. an induction zone, and a plastic or fluid reaction zone of
reaction products. Such a detonation process is iilustrated in the left half of fizure 1. where the
piston velocity is 4.0 km/sec, and the positions of only those atoms that have become dissociated
from their original molecules is plotted after 0.4 ps have elapsed. The original border of the
crvstal, which is a cube 75 A on a side. is shown with a dotted outline. and the three-dimensional
crystal is shown in a head-on view. This is an indication of where chemical bonds have been
broken. For the pur,cse of producing these figures, we needed to adopt a definition of “disso
ciation” usef1l with the predissociative molecular model. An atom is considered dissoniated it
its current distance from the atom to which 1t was originally chemically bonded thonded by the
predissociative potential W(r — 74) given above) is greater than 3.0 A. The “breaking point™ of
the potential tits local maximum) is at about 2.0 A, but the separation distance at which al
the energy absorbed by the bond in stretching has been reconverted to kineuc energy 15 very
cr 540 AL A plot of dissociated atoms can then be thought of as a diagram of all of those
locations where the energy originally stored in chemical bonds is being supplied 1o (e tatnce
as kinetic energy. The right half of figure | shows the results of an identical sumulation. except
that a group of 32 molecules have been removed from the lattice. le sing a hole in the shape
of a rectangular prism whose leading edge is at the sixth molecular plane from the left face of
the crvstal. The plots of dissociated atoms show that the detonation front survives the passage
through the defect. and also that the defect creates a region of enhanced early bond breaking.
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Figure 1: A shock through a nitromethane crystal with no defect, on the left, and a small void,

on the right, showing the locations of dissociated atoms only.

Figure 2: Speed distributions in the defective crystal.

with a localized disruption of the lattice structure. in figure 2 we have shown perspective views
of the evolution of the atom speed distribution in the crystal for the same run illustrated on the
right of figure 1. The features of interest have been revealed by only plotting the largest %20
of speeds; this removes the bulk of the material, which is characterized by lower particle speeds.
At 0.2 ps the peaks in the speed distribution can be seen at the left face (the “piston™) and at
the shock front, which is propagating to the right. into the crystal. A “hot spot” can also be seen
developing near the shock front, at the site of the defect. By 0.4 picoseconds (ps). a hot spot
can clearly be seen at the defect site, where figure 1 shows a region of enhanced reactivity. At
this point. the reacted atoms associated with the defect location have the fastest particle speeds
in the system. Also here we can see the development of an energetic zone corresponding to the
reaction zone that can be seen in figure 1. This shows that bond energy is being converted to
kinetic energy in the reaction zone.

We have repeated this simulation down to a piston velocity of 2 km/sec, where we find that
a planar reaction front is stil! formed, and the initiation of a detonation does not require the
Pi.wene o0 a defect. At o piston velocity of 1 km/sec, the shock traverses the crvstal without
the breaking of any of the intramolecular bonds, both in the case of the perfect crystal and in a
crystal containing the defect described above. When the defect is replaced by one that is slightly
shorter in the direction of shock propagation and slightly longer in the other directions, involving
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Figure 3: Locations of dissociated atoms and atom speed distribution at 0.7 ps in a nitromethane
crystal with a different void shape.
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the removal of 50 molecules, we seem to be in the neignborhood of an initiation threshold. As
shown in the first frame of figure 3, which is a perspective view of the crystal showing the locations
of dissociated atoms only, there is no planar detonation front. There is, however, a cluster of
dissociated atoms at the defect site. The system under study is not long enough to determine
whether the chemical-kinetic activity at the defect site will lead to the creation of an actual
detonation front, as the leading shock has reached the end of the crystal before this has a chance

to develop. Also in this figure is displayed the particle speed distribution at the same time,
showing clusters of hot dissociated atoms near the shock front.

CONCLUSIONS

Some intriguing experimental evidence has accumulated!” that seems to show that defects
must be present in order for a single crystal of high explosive to be detonable. The evidence
involves materials with a more complex molecular structure than nitromethane and therefore less
chance of being represented reasonably by a diatomic model. However, we hope that these types
of molecular dynamics models capture some of the behavior of any energetic solid, where the
detonation reaction always involves an endothermic phase, where the molecules absorb energy,
followed by an cxothermic phase, where reaction products supply kinetic energy to the crystal
lattice and the shock propagating through it. Indeed, it has been shown'®? that a detonation
front with the correct structure, obeying local conservation laws, can result from any of a variety
of molecular dynamics models. However. if we acc.pt the cxperimental evidence on the necessity
of defects for detonation, there must be something crucially wrong with all of these models.
including more elaborate representations involving chemical recombination.!” This is because
the numericist is able to cause a detonation. using a reasonable excitation energy. in a defect-free
crystal. It is possible that the fault lies not in the material model itself. but rather in the way that

a shockwave is created in the systera. Perhaps all of the techniques used share the deficiency of

involving an unrealistically efficient transfer of energy from the outside world into the vibrational
modes of the crystal,

We have made no attempt to settle these ist .. »ere  However, w. uave shown. for the
first time, that a standard molecular dynamics model may predict that a void will enhance the

sensitivity of a single crystal of energetic material. Although it is still possible. with this model,
to have a detonation without a defect, the defect always increases the rate of reaction in the
mitiation phase. and results in a hot spot. There is a regime where the shock is too weak to
cause a detonation in the absence of a defect. but in this case a void can be the site of a release
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of chemical energy. Whether this reaction site is powerful enough to lead to the development of a
mature detonation front is beyond the scope of this study, and will have to wait for a simulations
on a larger scale, carried out for longer times.
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MOLECULAR DYNAMICS SIMULATIONS OF SHOCK-DEFECT
INTERACTIONS IN TWO-DIMENSIONAL NONREACTIVE CRYSTALS

Robert S. Sinkovits®, Lee Phillips®, Elaine S. Oran® and Jay P. Boris®
*Naval Research Laboratory, Laboratory for Computational Physics and Fluid Dynamics, Wash-
ington, DC 20375-5000

ABSTRACT

The interactions of shocks with defects in two.dimensional square and hexagonal lattices of
particles interacting through Lennard-Jones potentials are studied using molecular dynamics. In
perfect lattices at zero temperature, shocks directed along one of the principal axes propagate
through the crystal causing no permanent distuption. Vacancies, interstitials, and to a lesser
degree, massive defects are all effective at converting directed shock motion into thermalized
two-dimensional motion. Measures of lattice disruption quz .utatively describe the effects of the
different defects. The square lattice is unstable at nonzero temperatures, as shown by its tendency
upon impact to reorganize into the lower-energy hexagonal state. This transition aiso occurs in
the disordered region associated with the shock-defect interaction. The hexagonal lattice can
be made arbitrarily stable even for shock-vacancy interactions through appropriate choice of
potential parameters. In reactive crystals, these defect sites may be responsible for the onset of
detonation. All calculations are performed using a program optimized for the massively parallel
Connection Machine.

INTRODUCTION

This paper investigates the propagation of strong vibrational disturbances, or shocks, through
nonreactive two-dimensional lattices. The motivation is the desire to understand some of the
peculiar properties of the initiation and propagation of detonations in solid chemical explosives.
In particular, we wish to study the role that defects play in the initiation of detonation. In solid
explosives. it is known experimentally that there can be significant variation in the response of a
sample to impact. A possible source of the variability might be some unknown and uncontrolled
variation in the experimental conditions, presenting different samples with significantly different
initial conditions, combined with an extreme sensitivity of the system to its initial conditions.
Another possibility is that the response of the energetic solid is extremely sensitive to the presence
of defects in the solid. It has been suggested that minute changes in the molecular arrangement,
involving the locations of just a few molecules, may have a large, even determining, effect on
a macroscopic detonation.! This suggestion gains plausibility if one considers that the actual
thickness of the shock front may be only a few lattice plane..? Here we examene the point of
view3 that a shock in a solid initiates detonation through the mechanical generation of scission
forces on the molecules comprising the solid. breakmg chemical bonds. creating a distribution of
free radicals, and suppiying the kinctic energy required to initiate reaction.

In this paper we use molecular dynamics to investigate the imteraction of the shock front with
the lattice structure with particular interest in the effects of specific types of lattice defects on
the shock initi- © . nechanism. There are no chemical reactions in our model: the “molecules”
- ~e point partiw..> interacting through Lennard-Jones potentials. Hence the current comnectio
to the detonation problem is the exploration of how the conditions leading to bond scission and
subsequent recombination are established. The following stage, of reaction and shock acceleration,
will be treated in a subsequent paper, which will report on simulations employing a chemistry
model.

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1993 Matcrials Research Society
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COMPUTATIONAL METHOD

Calculations were performed using 4K, 8K or 16K particles on the massively parallel Con-
nection Machine CM-200. For systems of this size, the solution of the complete N-body problem
becomes impractical. The short-range nature of the Lennard-Jones potential used in our sim-.
ulations was exploited to limit the distance over which the interactions had to be computed.
The particle data was distributed onto a data structure known as the monotonic Lagrangian
grid (MLG),” which has the property that objects that are close in physical space have nearby
indices in the data structure arrays. s he search for neighboring objects is reduced from a costly
search through physical space to an efficient search through index space. The MLG also has two
other advantages for this type of molecular dynamics calculation. First, since the positions of
the molecules themselves define the compttational grid, it is not necessary to define extra space
in the data arrays. Second, the performance of the MLG is not hampered by variations in the
density of the system due to the passage of the shock,

The MLG is particularly well-suited for the Connection Machine architecture. The processors
of the CM are configured in a two.dimensional rectangular grid to match the geometry of the
problem. Molecules with adjacent MLG indices are then mapped to adjacent processors. All
interparticle calculations can be performed using a series of efficient coordinated near-neighbor
grid communications.

A number of different algorithms were tested for the integration of the equations of motion
for the system of particles. The leapfrog method was found to be best suited for this work since
interparticle forces are velocity independent.

PHYSICAL MODEL

The particles are initially arranged in a two-dimensional square or hexagonal array with a
near-neighbor particle separation of d. Free boundary conditions are used in the shock direction
and periodic boundary conditions may be chosen in the y-direction. The choice between free or
periodic boundary conditions was made on the basis of the propagation of disturbances across the
periodic boundary and into the region of interest. The shock is induced in the lattice by impact
with a flying plate of velocity V,, made of the same material as the bulk lattice.

Particle interactions are described by a Lennard-Jones potential of the form

V(r) = 4el(o/r)"? = (a/7)f). (1

In our calculations, the values of our parameters in dimensionless units are: ¢ = 0.0223, ¢ = 0.891,
Vp = 2.0,d = 1.0 and m = 4.0. Scaling these values to the appropriate values in solid argon result
in a plate velocity of 4258 m/s, an interparticle separation of 3.8 A, and one time unit equal to
0.88x10™13 s,

RESULTS

Simulations were performed for shock-defect interactions in square and hexagonal lattices.
These defects include vacancies, interstitials, and mass defects, where by mass defects we mean
that individual molecules which are replaced by molecules with a different mass than those of the
host lattice. All interparticle fore~: - -¢ toft unchanged. Figure 1 shows a sequence of molecular
configurations as = jnate-launched shock interacts with a pair of rectangular voids in a square
lattice, producing a great deal of disorder. The same initial conditions in a system without voids
lead to a shock traversing the crystal intact and causing no permanent disruption of the Jattice.
We see here that the voids disturb the coherence of the shock, transforming the one.dimensional
directed motion into a thermalized two-dimensional motion. That these disordered regions are
actually thermalized can be seen by observing the speed distributions of the molecules as shown
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in Figure 2. As time advances the distribution rapidly becomes Maxwellian. Similar results are

observed in the hexagonal lattice.

interacting with pair of rectangular voids in square

Particle positions for shock

Figure 1.
lattice. Boxed region in last figure clearly shows the formation of the hexagonal lattice.

flerence between the square and hexagonal lattice becomes
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At elevated temperatures the d
apparent. The defect-free square lattice completely dissociates upon impact by the fl

ying plate

at finite temperatures. This is to be contrasted with the behavior of the hexagonal lattice which
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The effect of the various defects

te temperatures against plate impact,
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dependent on intermolecular potential well depth. For a given shock strength and defect type it

is possible to increase the potential strength to the point where the lattice remain
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It is uscful to quantify the concept of the strength of ti
defects, or their efficacy in disrupting the crystal when interacting with a shock. For this purpose

shock itself does not make a contribution. Therefore, the disruption factors are zero for the case

disruption factors are defined in such a way that the clastic deformation of the lattice due to the
of a shock traversing a defect-free crystal that remains intact.

we have defined two “disruption factors,” to be used with the two lattice symmetries. The
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We can define disruption factors that satisfy these criteria as follows. For the square lattice
the angular positions of the four nearest neighbors are found. The disruption factor, x, for each
particle is defined as

4
x =3 |sin6; cos By}, (2)
=1
where the summation is over near neighbors. For a compression or ratefaction of the lattice due

to the propagation of a shock along one of the principal crystal axes, the angular positions of the
near neighbors remain 0, £7/2, and 7 resulting in x = 0.
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Figure 2. Velocity distribution histogram with superimposed Maxwell-Boltzman velocity dis-
tribution corresponding to the disordered region of the last frame in Figure 1.

The hexagonal lattice disruption factor must be defined in a slightly different manner. The
angular positions of the six near neighbors of each particle change as the shock propagates through
the Jattice. In this case the angular positions of the six near neighbors arc first found. The
neighbors in the lower half-plane are reflected into the upper half-plane. The near ncighbors
are then sorted into order of increasing angle. The disruption factor for the hexagonal lattice is
defined as

x = sin 8y + sin{f3 — 0;) + sin(f; — 84) 4 sin . (3)

In the case of a shock passing through a hexagonal lattice causing only a compression or rarefaction
alarg the shock di ~~i:c., 6) and fg remain 0 and =, respectively. The angles 64 and 8, are equal
any #5 and 8, are equal. As in the square lattice, a zero disruption is calculated.

The total disruption of the lattice is calculated by summing the per particle disruption factor
over all particles. The values of the total disruption correlate well with the apparent disruption
found by visual inspection of the particle positions.

Figures 3a and 3b display I(x) as a function of time for an assortment of crystal defects,
for the hexagonal and square lattic. « respectively. The greater importance of voids over mass
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defects is obvious, as is the unstable growth of the disordered region after the passage of the
shock. Figure 3b also shows that the fastest growing disruption factor is found for an interstitial
inclusion in a square lattice. The closer packed hexagonal lattice does not provide an equilibrium
position for an interstitial inclusion.

800 ~
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Figure 3. Disruption factor as a function of time for a variety of defects in hexagonal (a) and
square (b) lattices.

CONCLUSION

When a shock, sufficiently weak that it is able to traverse a perfect crystal without permanently
disturbing the configuration of its lattice. encounters a void in the lattice, the void becomes the
site of a rapidly growing thermalized, hot, fluid-like phase characterized by a high density and a
high degree of collisionality. These characteristics should be conducive to the onset of chemical
reactions. and, we suspect, it is in these regions that the reactions leading to the development
of a shock-detonation structure begin. It therefore seems likely that the void distribution in the
lattice is an important factor controlling the sensitivity to shock-initiation and the character of
tne subsequent detonation front development. A perfect crystal should be relatively nsensitive.
It is possible that in three dimensions. other types of defects will be scen to be equally nuportant,
but that will be treated in a subsequent paper.

In order to concentrate on the narrowly defined problem of shocks and defects i molecuiar
crystals with as few complications as possible. we have not yet included a model of the chemical
hend and simulated the behavior of moderately large systems of indivisible molecules with spher-
-ally svmmetrical potentials. This approach has the advantage that our resuli- - .0 vpendent
of the details of any particular model of detonation chemistry or intramolecular behavior.

Although we have been able to resolve several issues concerning the importance of defects.
there are some remaining ambiguities that will not be resolved until we include polyatomic
moiccules in the simulations. These have their counterpart in the uncertainties in our knowl
edge of the bond scission process in a shocked crystal lattice. If the polyatomic bonds are broken
in the shocked region due to direct energy transfer from the shock to vibrational modes of the
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molecules, then the scission forces have little relevance because they occur in the disordered re-
gions behind the shock. The importance of the defects is that the thermalization and mixing
provide enhanced opportunities for the free radicals, created in the shocked region, to recom-
bine. Of particular relevance here is the observation that thermal equilibrium is established in
the disordered region close behind the shock, on a very fast timescale, implying that equilibrium
equations of state may be relevant after all to the detonation process. If the chemical bonds are
not broken directly by the passing shock, then the scission forces may be responsible for bond
stretching and breaking in the disordered region, where conditions prevail that will enhance the
subsequent reactivity. We believe that some of these questions can be addressed in the next
generation of simulations that involve both defects and chemical reactions in larger polyatomic
crystal lattices.
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MOLECULAR LEVEL STUDY OF INSENSITIVE AND ENERGETIC
LAYERED AND INTERCALATED MATERIALS

RICHARD D. BARDO
Naval Surface Warfare Center, White Oak, Silver Spring, MD 20903

ABSTRACT

An important goal in the detonation physics and chemistry community is to design
explosives with high-performance capabilities, yet sufficiently low impact and shock sensitivities.
The traditional ways of developing increasingly energetic explosives have led to an increase in
sensitivity. Itis, therefore, of practical snd theoretical importance 1o design, from molecular level
considerations, polycrystalline explosive systems which clearly exhibit directional sensitivity and
initiation propertics, and which m the insensitivity of homogencous or single-crystal
cxplosives. Theoretical studies indicate that such systems may be constructed from special
materials such as high-quality pyrolytic, layered, hexagonal boron nitride (BN) crystals.
Intercalation of the crystals with various oxidizing agents can yield an explosive system with the
desired properties, Under ordinary laboratory conditions and with modest pressures, the
intercalate molecules readily enter the host lattice by exploiting the weak bonding between the
layers, resulting in denser, metastable crystals. High energy release is achieved when products
containing B70; are formed.

INTRODUCTION

, New energetic compounds continue to be synthesized which give ever-improving fragment
acceleratinn and blast pressure, but often showing a concomitant increase in sensitivity., Since the
traditional “trial and error” methods used in the scale-up of the new materials from laboratory to
test conditions continue to show conflicting performance and sensitivity results, it would be of
practical and theoretical importance to be able to design, from the ground up, a highly-energetic
explosive system which clearly exhibits the needed insensitivity and performance at all stages of
development. Itis, therefore, the purpose of this paper to indicate the feasibility of such a program
by exploiting the current understanding of the nature of the molecular-ievel processes goveming
the behavior of energetic materials at high pressures and temperatures.

Benchmark experiments exist which show profound differences in the way homogeneous
and heterogeneous explosives initiate under shock. In the case of sustained shock pulse initiation
of homogencous liquid nitromethane (NM),! which is free of discontinuities of any kind, fast
reaction appears to begin close to the driver plate interface after an induction time of about 10-6 sec.
No light is emitted directly behind the initiating shock, which at 60 kbar propagates 8 mm before
initiation begins at the interface. The abscnce of light emission indicates no appreciable excitation
of clectronic states with lifetimes < 10-6 sec. Similar behavior is observed in molien trinitrotoluene
(TNT)! as well as in single crystals of pentaerythritol tetranitrate (PETN),! cyclotrimethylenc
trinitramine (RDX)? and cyclotetramethylene tetranitramine (HMX).2 On the other hand, sustained
shock pulse initiation of heterogeneous NM containing air and oxygen bubbles and of
polycrystalline solid explosives gives rise to initiation closc to the initiating shock with negligible
induction times.! In all of these materials, sensitivity is a function of the defect structure and
heterogeneous nature of the medium,

More recently, directional shock sensitivity has been discovered in single crystals of PETN
by Dick. »t al.3 who showed that, in the chosen geometry, initiation is difficult to achicve along the
cry..2f duection of greatest slip. Although existing crystals of shock-inseasitive, “graphitic”
triaminotrinitrobenzene (TATB) are too small to be reliably studied with the techniques usea ur
PETN (crystal size of 1 cm), it is expected that larger specimens would show similar, but mor-
pronounced behavior. In PETN, all three orthogonal directions have van der Waals bonding,
whereas the layered structure of TATB has such bonding only in onc direction and strong
intralayer hydrogen bonding4 Other explosives with similarly-pronounced slip systems would be
expected to show directional sensitivity properties as well. It should be emphasized that while the

Mat. Res. Soc. Symp. Proc. Vol. 296. <1993 Materials Research Society
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above research pertains to the structure of single crystals, an understanding of the effects of
polycrystalline interactions are crucial in the final analysis of shock sensitivity. Toward this goal,
van der iiytm:n. et al. 5 have, for example, determined that crystalline shapes significantly affect
mﬁv *

‘The present paper introduces a pro currently underway at the Naval Surface Warfare
Center (NAVSWC), involving the dcs:%o ﬁ'amhigh-pcriomnoc explosive crystals which clearly
exhibit directional shock sensitivity propesties along specific crystal axes and yet which clearly
approach the insensitivity of homogeneous explosives along the other axes. Such materials are
being constructed from layered pyrolytic boron nitride (BN% crystals.

INTERCALATION OF BN

Intercalation compounds are formed by insertion of a guest chemical species - an intercalate -
between layers in a host material. Because of its simple structure, high-quality pyrolytic graphite is
most often the preferred choice of host lattice for purposes of enhancing its electrical conductivity
and chemical reactivity.6 Another simg:e Iattice is pyrolytic BN, the crystal structure of which is
closely related to that of graphite and being built of hexagonal layers of the same kind, but arranged
so that atoms of one layer lic vertically above those in the layers below.

Although each layer in graphite or BN is one¢ of the most stable structures in nature,
intercalation of crystals with various oxidizing agents can yield explosive systems with the desired

ies. In the case of BN, highly-energetic reactions are possible with formation of B2O3
(AH¢ = -303 keal/mo}). Under ordinary laboratory conditions, the molecules of intercalant enter
the host crystal by exploiting the weak binding energy (1.5 kcal/mol or 0.065 ev) between the
layers and increasing the interlayer spacing.6

Intercalation proceeds by charge transfer from the host BN layers to the oxidizer molecules,
causing bonding within the layers of intercalate. This intercalate-intercalate bonding is generally
much stronger than the intercalate-host bonding, resulting in a large thermal expansion of the
intercalate layer relative to that of the host layer, which exhibits almost no thermal expansion. For
the oxidizer or acceptor compounds, the intercalate layer becomes negatively charged by extracting
electrons predominantly from the host bounding layers. Thus, these host layers have a high
concentration of holes, causing the Fermi level to fall and the corresponding cylindrical Fermi
surface to shrink.

It is interesting to note here that intercalation of "graphitic” TATB would likely produce a
much less stable structure, since the transfer of charge would be small and localized in the vicinity
of the carbon rings. As a consequence, the intercalate-intercalate bonding would be weaker than
that found in the extended structures with uniform bonding in the host layers.

While ordinary procedures of doping give random distributions of guest species,
intercalation produces a highly-ordered structure. The resulting process of staging gives a
mechanism for controlled variation of the physical propertics of the compounds. Stage m
compounds have m graphite or BN layers between successive layers of intercalate. For maximum
intercalation, m = 1, and the theoretical maximum density (TMD) of the crystal falls in the range
2.30 S TMD £ 2.80 g/cm3 for the simple molecular intercalates. In this case, the host and
intercalate layers alternate so that the structure is uniform and "homogencous”. In the case of
planar NOs, stacking of the BN and NO; layers at TMD = 2.50 g/em3 gives the arrangement
shown in Figurc 1. For higher staging (i.e. lower intercalate concentration), high resolution
clectron microscope (HREM) imaging shows a range of m valucs, as depicted in Figure 2 for the
FeCl3 intercalation of graphite.”

Since slip in the layered materials must occur without breakage of the B-N bonds, basal
dislocations must be present to allow deformation of the hexagons.8 For stage 1 compounds,
maximum slip along the glide planes of dislocations is possible, since the Burgers vectors
corresponding to the active basal dislocations of the layers are parallel to the basal planc.8 In this
case, there is minimal slip perpendicular to the basal planc. These dislocations, which split int.
two partials, have associated with them shear, acoustic modes which w.. »c ¥ (iow frequency wy.
For stages m > 1, regions or galleries of intercalate species are formed betwecn adjacent host
layers, resulting in strain of the graphite or BN layers. These galleries are depicted in Figure 2.
For graphite, the presence of a layer of intercalate causes the two adjacent host layers to undergo
relative shear to bring them into eclipsed stacking. The presence of a dislocation at a boundary of a
gallery has, then, a Burgers vector with basal and perpendicular componcnts.® The presence of the
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Possible double layer for planar NO3 intercalated between BN layers. Side
view shows NO; layers parallel to the BN layers. Eclipsed oxygen atoms are
shown as closed circles in the top layer and as open circles in the bottom layer,
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Schematic drawing of high resolution electron microscope (HREM) image of
FeClj - graphite, showing interpenetration of differently staged regions (Ref. 7).

Figure 2.

latter component corresponds to an ecge dislocation, allowing slip to also occur perpendicular to
the basal plane.

TIMES TO IGNITION IN SHOCKED, INTERCALATED BN

A theory? has been developed by the author which provides a formal framework and guide
for the analysis of shock ignition in layered materials. This theory describes the interrclationship
among bimolecular chemical reactions and processcs for vibrational energy transfer between the
crystal lattice and its molecules. Chemical reaction occurs only after sufficient energy is transferred
for activation of the molecules. In many cascs, this is the slow or rate-determining step, the
characteristic time t,, for which is given by

tow =1 VPuP . 1)

wihete h, p,, and p, are, respectively, Planck's constant and the densities-of-state for the acoustic
and optical lattice modcs. As indicated in Reference 9, p, and p, may be calcuiated trom the

general expression
2\ A = 12mA L n PANENN
p= \wn) A1 + ) [(l 2)(1 * :‘;) ] @2)

where n is the number of vibrational degrees of freedom, <v> is the average of the n frequencies
vi.and Aand 1 are defined by the equations
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At = IT /o, (2b)
1 = EIE, @)

In Equation (2¢), E is the internal energy interval and Ep is the 2ero-point energy. Equations (2a)-
(2¢) apply to both harmonic and anharmonic vibrations.

Calculation of the energy transfer times t, indicates the important role of slip in the
initiation of PETN, as interpreted earlier by Dick, etal3 Since excitation of the higher-energy
optical modes of the lattice is crucial to ignition,? preferential excitation of the long-wavelength
acoustic modes corresponding to slip can, by Equation (1), give times t,,, which are too slow for
the given dimensions of the explosive crystal,

The importance of t,, may be seen in context with other processes occurring in the system
which also have characteristic times. These processes and their corresponding rate coefficients
pertain to (1) energy transfer from the host lattice into the intercalation molccules kpy = tpy!,
(2)energy transfer from the molecules back into the host lattice kyp, and (3) bimolecular reaction
ky between host and intercalate, which combine to give the total rate coefficient®

kior = Kpv kef(kvp + kp) . ©)

If most of the shock energy is dissipated into the low-frequency acoustic vibrations corresponding
to the direction of greatest slip, little reaction is generated so that k., >> ky in Equation (3). If,
then, Kyor! > tr, where t; is the time for arrival of rarefaction waves, any reaction is quenched and
no ignition is possible, since reduction of the shock pressure Py below a critical value inhibits the
important bimolecular reactions. For the single 1.cm PETN crystals used in Reference 3,
calculation shows that k! = 10-5 sec for 10 € P; < 80 kbar, and t, = 10-6 sec for shocks along
crystal direction <100>. On the other hand, if k! S t; (ot 2 t;), ignition is possible, This is the
casc for orientation <001> where slip is minimized and kp >> kyp, 50 that kio'! =t Here,
calculation shows that k! < 10-10 sec for 10 < P; < 80 kbar. Thesc results for PETN are
portrayed in Figure 3.

-2
-3k — Figure 3. Comparison of shock pressure
BNINOZ” s degetgdencc of tpy for acoustic and
-4r : optical modes along various
o Pt crystal dircctions in BN/NO; and
T TSI PETN. The curve labelled PETN
< gk corresponds to the geometric mean
& of the densitics-of-state, Eq. (1),
w -7t for directions <001> and <100>.
3 Upper two curves for BN/NO;
=8 7 and PETN pentain to maximum
—ok- PEITN slip.
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=10 <0015~
- 1 ] I i 1 i 1 3 L L
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It is emphasized here that it is the slow, rate-determining step, identified with toy, which ultimately
determines the ability of the explosive to ignite at certain critical pressures and temp ratures.

For initiation to occur in layered crystals, planar shocks must be directed along the c-axis of
the unit cell or at small angles with it. At some critical shock pressure P, excitation of the
initiating optical modes along the c-axis results in bimolecular reaction between the host and
intercalate layers, and t5y < ;. For the BN/NO; system depicted in Figure 1, an estimate of tyy is
readily obtained from ions (1) and (2) if the following reasonable assumptions are made: (1)
initiation along the c-axis is effectively one-dimensional and (2) Pc; = 130 kbar, which
approximates the known minimal pressure required to cause significant distortion of the BN or
graphite planes to form the cubic structures.10 It is assumed here that the lower bound to the
optical mode quantum he along the c-axis of BN is about 70 cm-}, which is the value for high-
quality graphite.! Also, the ratio A = 1 in Equation (2b) and E = 5 x 109 ergs/g at Pes = 130

kbar,12 so that in Equation (2¢), 1} = 14.3, since Eg = 35 cm-. The number of atoms per unit cell
in the BN/NO; structure at stage 1 is 10, and the corresponding number of optical modes n for the
one-dimensional problem is 9. Substitution of all of these values into Equation (2a) gives, then,

po S 1.2 x 1024/erg. Accordingly, since n = 1 for the acoustic mode along the c-axis, substitution
of the remaining parameters above into Equation (2a) gives p, $7.8 x 1013/erg. Thus, from

Equation {1), toy S 10-8 sec, which is much shorter than t, = 10-6 sec for centimeter-scale crystals.
The ts of sustained shocks of P.s = 130 kbar at increasing angles from the c-axis are,
to good approximation, two-dimensional in the crystal, corresponding to slip of the host and
intercalate planes past each other, because of the relatively weak host/intercalate interaction under
shock conditions. In this case, n =2 and 18 for the acoustic and optical modes, respectively.

Substitution of these values as well as the ones above forfim, A, and 1 into Equation (2a) gives

P2 < 1.1 x 1015/erg and p, < 4.7 x 1035/erg, and from Equation (1), tpy S 0.02 sec. Here then,
tv >> t;, and initiation is unlikely. For lower pressures, additional calculations indicate that
tpv = 103 sec in the range of 10 S P, < 80 kbar. In Figure 3, these times are secn to be longer
than those for PETN, indicating the much greater insensitivity of BN/NOj crystals of comparable
size.

A similar analysis of TATB, the planar molecules of which form a graphitic structure, is
expected to yield times in the range 10-5 St < 10-3.This is a result of the rigidity (r) of the slip
planes for the shock pressures indicated, where r has the order PETN < TATB < BN/NO;s.

SUMMARY

The important criteria for optimal directional sensitivity ir intercalated, layered BN
materials are that (1) they must be stage 1 or close to it; (2) the inicrplanar activation energies for
reaction between BN and the intercalate layers must be less than those for reaction within
each intercalate layer; and (3) the important interlayer reactions must be bimolecuiar and
exothermic, Criterion (1) addresses the requirement of minimal slip along the crystal axis
perpendicular to the basal plane. In this case, tpy 4 >> tp  , for the parallel and perpendicular
directions. Criterion (2) addresses the need to ¢liminate or minimize reaction in the intercalate layer
as a result of energy transfer from the gliding host layers caused by shocks not normal to the basal
plane. This requires the carcful selection of intercalate. Various oxidizing agents arc currently
being studied at NAVSWC. Criterion (3) guarantees that the reactions will occur in times which
are short compared to arrival of rarcfaction wavcs caused by shocks. These reactions occur with
activation energies that are much lower than those in unimolecular processcs. The rates of these
reactions given by kp can be sufficiently fast at the pressures and temperatures of interest in
detonations,? so that “initiating" energy transfer from the BN lattice into the intercalate molecules is
wie slow step. Together, these criteria help to guarantee that the most likely dircction of shock
initiation is normal or near-normal to the basal planc.
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OVERVIEW: HIGH SPEED DYNAMICS AND MODELLING
AS IT APPLIES TO ENERGETIC SOLIDS

1. COVINO, S. A. FINNEGAN, 0. E. R HEIMDAHL, A. J. LINDFORS AND J. K. PRINGLE
Research Department , Naval Air Warfare Center Weapons Division, China Lake, CA 93555-6001

ABSTRACT

This paper discusses expetimental techniques and modelling tools used to characterize energetic
solids subjected to dynamic deformation and shock. Critical experiments have been designed to study
shock response and impact sensitivity of energetic materials. For example, a simplified two dimen-
sional experiment has been developed to study the critical phenomena involved in delayed detonation
reactions (XDT). In addition, wedge tests are used to obtain equation-of-state data, Coupled with
hydmcodes, these experiments give us an in-depth understanding of the response of energetic materials
subjected to shock kaadim coupled methodology using both experimental and modelling tools is
presented, Consisting of parts, it addresses all possible responses to fragment impact. The three
pans are; (1) Fragment impact modeliing (hydrocodes and empirically based codes); (2) Experiments to
obtain accurate data for predicting prompt detonation; and (3) Tests with planar rocket motor models to
explore mechanisms related to bum reaction thresholds and degree of violence. This methodology is
currenly being used in weapon design and munitions hazard assessments.

INTRODUCTION

This paper is divided into three parts and describes the work being conducted by the Naval Air War
Center Weapons Division (NAWCWENS) on the response of munitions to fragment impact. The first
part describes a methodology developed to model and analyze the response of munitions to fragment
impact threats. The munition response levels within the model are divided into shock-to-detonation
transition (SDT), bum-to-violent feaction (BVR), and no responsc. The second pan of this paper
describes the use of the wedge test for obtaining the SDT parameters necessary to accurately model and

ict prompt detonation. In BVR reactions, four basic response levels are possible. These are: (a)

only, (b) deflagration with or without propulsion, (c) explosion and (d) dclayed detonation. The
third-part of this paper desctibes a planar recket motor model developed to explore mechanisms related
10 the possible thresholds in the BVR regime. )

A methodology has been developed for conducting fragment impact analyses of munitions in their
storage/stowage configurations. The objective of the methodology is to determine if the munition will
respond adversely to any specificd impact threat, and if so, how much shiclding is mquired to prevent
the adverse response. This paper presents the current status of the methodology and describes the step-
by-step approach.

The methodology has been formalized in a computer code named Fragment Impact/ Munition
Response Analysis for Guidance in Mitigation Assessment Program (FRAGMAP). FRAGMAP isan
imeractive computer program which implements the approach for assessing the likelihood of the detona-
tien, or lesser response, of a cased munition due to fragment impact, and the effectivencss of selected
mitigation measurcs, FRAGMAP provides a means for storing fragment threat, munition response and
barrier material data. It operates on these data in a systematic manner and presents the calculated solu-
tions in forms of tables and plots. Sccondly, the program computes the probability of shock-to-detona-
tion transition (SDT) as a function of distance for far field fragment impact situations,

To explore the shock sensitivity of propeliant formulations and to determine SDT thresholds, wedge
tests were conducted. These tests were conducted on propellant samples incorporating dif ferent formu-
lation variables in an attempt to correlate shock sensitivity with specific formulation pas.ncters.

The study of delaycd reaction phenomena in rocket motors is complicated by the fact that these pro-
cesses are not visible from the outside. A planar rocket motor model has been developed that allows the
study of the reactions in a central bore perforated by a projectile to be viewed with high-speed photo-
graphy. This experimental model will be outlined and critical mechanisms observed by the use of such
model will be discussed.

THE FRAGMENT IMPACT PROBLEM

A schematic of the fragment impact problem is depicted in Fie *. The actual threat that reaches a
munition is degraded by the penetration pmces~, reulting in foss o tengment mass and velocity. There
are also entrained plate fragments from the vanous parrier perforations. It is desirable to predict how
the residual threat will cause the impacted munition to respond. The critical steps involved in applying
this methodology are:

4. determine the response thresholds of the munition of concem,

b. determine the undegraded impact threat characteristics in terms of fragment mass and velocity,

¢. determine which fragments from the specified threat will cause the unptotected munition to deto-
nate, or cause some lesser response,

Mat. Res. Soc. Symp. Proc. Vol. 296. < 1933 Materials Research Societly
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d. determine an equivalent spaced array for all bamiers intervening between the fragment source and
the munition (i.e., container walls, bulkheads, etc.),

e. determine the residual mass and velocity character of the threat fragments after perforation of the

intervening barriers,

determine if the residual threat will cause a detonation or some lesser response,

g. estimate what additional shielding is required to mitigate any adverse response.

b

Fig. 1. The Fragment Impact Problem.

Elements of FRAGMAP

Response Plots. The first response considered is prompt detonation (i.c., SDT). If prompt det-
onation does not occur, then lesser responses are possible. The bum-to-violent-reaction (BVR)
response is dependent upon many factors. The most violent response in this regime occurs i€ the frag-
ment becomes embedded, and case confinement is not relieved. A milder response occuss (bum only)
when a fragment passes completely through the munition, and provides sufficient venting to release the
pressure buildup of the explosive reaction. A low hazard or no response regime is defined as that which
occurs when a fragment ricochets. The assumption is that any fragment having insufficient energy 10
pencirate the case will not cause any reaction. This assumption, however, does not hold true for all
enctgetic materials.

The differcnt response regimes and thresholds are indicated in Fig. 2 for a sample acceptor muni-
tion. The shock-to-detonation (SDT) threshold for the sample munition is determined using hydrocode
calculations of fragment impact [1]. Reaction of the energetic material is predicted by the Forest Fire
burn model [2], which is calibrated using wedge test data. The boundary for the low hazard/no
response regime is the ballistic limit of the case material. We substitute the ballistic limit threshold for
the ignition threshold of the energetic material due 1 the ease of computing ballistic limits. Between
these two thresholds is the bum-to-violent reaction (BVR) zone.

Coupling Threat and Response. The fragment threat is generally obtaitied from warhead
arena test characterization data. An overlay of the threat upon the response plot identifies which frag-
ments can cause a detonation, are in the BVR region, and can not penctrate the casc. Fig. 3 shows “he
fragment distribution of a selected donor weapon overlaid onto the response plot of Fig. 2. The size of
the circles indicates the number of fragments having a given mass and velocity. The square shown
represents a 250 grain, 8300 fps standard cube fragment. Only those fragments falling above the solid
line will cause this specific munition to detonate. A large number of fragments fall in the BVR zone,
including the 250 grain cube. The majority of fragments in this example will not cause any reaction if
they individually strike the acceptor munition. It should be noted that this methodology is for single
fragment impacts and a more realistic scenari’) includes multiple fraginents. Fig. 3 serves to identify
which fragments from the chesen threat have a potential to cause the acceptor munition to respond
adversely. The next step is to select a barrier that will prevent the various possible responses,

Residual Threat/Mitigation Calculations. Two different sets of equations are used 10 esti-
mate the residual thrcat after penetration of exis:ing barricr materials. These are *»~ Jouui Munitions
Effectiveness Manual (JMEM) penctration equa:;ons [3] and Fast Air Target Encounter (» ATE) equa-
tions. Once the residual threat is defined, the munition response is estimated, Adverse response preven-
tion requirements are then established by an iterative process. Both methods are empirically based and
calculaic the residual fragment threat to be slightly differcnt.  However, the calculated results do not
vary sig:ificantly. Recently, the subroutines of FATEPEN-2 [4] have been adapted to FRAGMAP,
‘These sus.outines allow a greater choice of fragment material types and shapes as well as barriers mate-
rials. The accuracy is also reportedly better,
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Fig. 2. Response Plot. Fig. 3. Overlay of a Fragment Threat Map
onto Response Plot.
Methodology Limitations

‘The reactive model used to establish the SDT threshold requires wedge test data for the energetic
material. Wedge tests are expensive and only work for relatively simple, sensitive explosives and pro-
pellants. Most propellants are very complex energetic materials and have more than one inherent reac-
tion rate. A model and a calibration method is needed for handling such complex materials. The
response model is currently limited 10 single fragment impact with axisymmetric shapes. In real situa-
tions, the munition will bc struck multiply by imegular fragments. A more sophisticated response model
ta&lcmacmufordudfemofbommmmimmsmmwaﬁmpacmrmisthemromesen-

Qvercoming Limitations

There are ways for overcoming these limitations. However, they are generally expensive. |t
requires lots of test data against many different materials. Initial efforts are directed wowards analytical
studies. Experimental testing will be needed in the future to verify the analyrical results.

To successfully model the SDT response of any energetic material, wedge test data is required for a
large number of explosives. Wedge test data is specifically needed for the Forest Fire Bum Model used
in our calculations. Gap tests and other sensitivity data are helpful in trying to approximate bum models
based on similar materials for which there is wedge test data. For the more complex enei zetic materials,
a model and a calibration method needs to be developed. A second limitation is modelling multiple

fragment impacts. At present it can be interpolated by parametric stdies.

Potential Applicati

The methodoloZy shown can also be used in reverse for designing insensitive munitions. If the
necessary data is collected, one can examine the effects of case thickness and energetic material selection
on the vulnerability of a weapon. The results can also be used to select test parameters for verifying the
protection provided against actual threats, for obtaining needed materials data, and for verification and
validation of these models.

WEDGE TEST FOR STUDYING SDT IN PROPELLANTS

A series 0f ... ants with reduced shock sensitivity were devcloped at China Lake to replace cur-
rent minimum signature propellants. Current propellants contain as much as 67% of high explosive
(HMX or RDX) in nitrate ester plasticized energetic binders, which are known to be shock sensitive
materials.

To explore the shock sensitivity of these naw propellants, the wedge test was conducted on propel-
lant samples incorporating different formulation variables. Variables examined included the type of high
explosive (RDX or HMX) with and without high density bum rate modificrs. The sensitivity of these
propeliants were then compared 1o a conventional minimum signature propellant.
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Eropellant Formulation

Table 1. Propeliants used in study.
The basic propellant formulation consisted of BURN
RDX or HMX, AN, nitrate ester plasticized PROPELLANT ER® U E
energetic binders, and other additives, All of the P OXIDIZER RAT
formulations contained 60% by weight of solids. MODIFIER
Table I lists the specific propellants used in this 1 RDX-AN PbCO3
study. The propellants were processed using 2 HMX-AN NONE
small-particle-size solids and mixed extensively ED “TRDX-AN NONE |
under a vacuum to minimize density discontinu- 2 HMX-RDX NONE |
ities. The resulting formulations were of very

""SRDX = Trimethylene trinitramine
AN = Ammonium nitrate
HMX = Tetramethylene tetranitramine

good quality and 99% of theoretical maximum
density.

Wedge Test Description

The wedge test is a method by which the shock initiation characteristics of an energetic material may
be determined. A planar shock wave is introduced into the explosive to be tested, As the suock pro-
gresses through the explosive it generates hot-spots that build-up to a detonation. The objective of the
wedge test is to determine the run-to-detonation point at which the detonation wave overtakes the shock
wave. This point is characterized by a unique time and distance 1o detonation for a specific set of input
conditions,

A streak camera is used 1o record the wedge test event. The surface of the wedge is mirrored to
reflect light into the camera. When either the shock wave or detonation wave reaches the surface, the
surface distorts so that the light is no Jonger reflected into the camera. As the detonation wave overtakes
the shock wave, the slope of the reflected light trace on the film changes. Thus, the run to detonation
point can be determined from the film record. Schematics of the wedge test set-up and wedge test streak
camera record are ~hown in Fig. 4 and 5 respectively.

The results of a series of wedge tests are usually presented as plots of input pressure versus dis-
tance to detonation and time to detonation. With these plots energetic materials may be compared and
their relative sensitivity can be derived. ‘This is done by assuming that for a given distance to detona-
tion, the energetic material that requires the lower input pressure to achieve detonationis the more
sensitive.

TOSTREAK CAMERA
NEEDLEFOR
PREE SURFACE / ARGON SOMS
VELOCITY TRACE UGHTING
. P TME ()
ENERGETIC WEDGE
wne 1 DETONATION
WAVE
SPACE(x}{ 'WEDGE TRACE
PIMA TERMINAL TRANSITION (. T)
o ATTEMIATOR l Socxvave
EMUATOR " FREE SURFACE VELOCITY
SOOSTER CHARGE TRACE
Fig. 4. Schemautcs of the Wedge Test Fig. 5. Schematics of the Wedge Test
Experimental Sct-Up . Streak Camera Record.

As shown in Fig. 4 a planar shock wave is introduced into the energetic wedge sample. The input
shock wave pressure is varied to achieve different run-to-detonation points.

To ¢ =-ine the shock Hugoniot of the energetic material only two paramcters arc needed. These
arethe .. - .a velogity in the terminal attenuator and the shock velocity in the energetic mater ' 7o
determine the shock velocity (Us) in the terminal attenualor one needs to know its particie velocity (Up)
and its shock Hugoniot. The particle velocity in the (Plexiglas) terminal attenuator is found by assum-
anmt ti,t is onc hali of the free surface velocit. The shock Hugoniot for Plexiglas {5) has been well

e y:

Us = 2.598 + 1.516 Up 0

o —
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It should be noted, though, that this is just one test for sensitivity and the relative sensitivity rank -
ings between energetic materials may vary for different tests. For example, the Naval Ordnance
Laboratory Large Scale Gap Test may give markedly different sensitivity rankings for the same ener-
getic materials, as compared to the wedge test.

Experimental Results
From the shock velocities and the calculated particle velocities the shock Hugoniots for the four
propellants are given below:
PROPELLANT #1  Us=144 +3.04Up @
PROPELLANT#2  Us= 1.77 + 2.02Up 3)
PROPELLANT#3  Us=2.61 + 1.65Up @)
PROPELLANT#4  Ug=245+ 1.61Up &)

The plots in the Us-Up plane for the same four propellants are shown in Fig. 6.

The traditional method for plotting the data from the wedge test is known as the Pop-plot after
Alfonso Popolato. Popolato found that over a range of input pressures, log-log plots of run to detona-
tion (x*), or time to detonation (t*), versus pressure (P), are linear. The equation of the Pop-plot over
the linear range, in run to detonation versus pressure form, is then:

logx*=A+BlogP ©

In this fonn P is in gigapascals, x* is in millimeters, and A and B are determined from a least squares fit
in the log-log plane. Similarly, time to detonation versus pressure takes on the same form with different
constants.

For the propeliants tested, Pop-plots of distance to detonation versus input pressurc are shown in
Fig. 7. As can be seen, at low input pressures the Pop-plot becomes non-lincar and pressurce
app@qaphw a vertical asymptote. This implies that a different type of mechanism is controlling the
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Fig. 6. Shock Hugoniots of the Propellants  Fig. 7. Pressure Versus Run for All Four
Tested in the Us-Up Planc. Propeliants.

The interpretation of sensitivity behavior for an energetic material using these plots is done by
observing the behavior of the constants A and B for the propellants tested. In Fig. 7 the mtercept value,
A, defines the horizontal positioning of the Pop-plot; thus it defines the shock region of interest, and B
is the slope of the line, Hence, 2 proncllant with a higher pressure intercept and sicep siope would be
less sensitive compared to a * cury propellant with lower pressure intercept and shallower slope.
Therefoie, tion. £ig. 7, it can be seen that propellants #1, #2, #3 are all less sensitive than propeliant
#4. For two propellants with different intercepts but very similar siopes, the propellant with the higher
pressure intercept is less sensitive at all pressures compared to the propeliant with the lower intercept.
In general, all of the propellants have stecp Pop-plots. Thus, the run to detonation will occur only over
a very small pressure region. From an experimental stand point this small pressure region makes it very
difficult o gain a varicty of run distances. For example, the pressure differcnce required fora 1.5 mm
run and a 12 mm run is only 1.5 GPa for propcilant #2. However, from a shock insensiuve propeliant
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stand point, this type of behavior is desirable. If a propellant is going to detonate it should only occur at
fairly discrete high pressures, as is the case for these propellants.

The relative low shock sensitivity of these propellants is attributed to two basic factors:a) the lower
shoeh sensitivity of AN and b) the reduction in density discontinuities, hence the number of hot spots,
through the use of small RDX or HMX particle sizes and the elimination of the high density, (6.14
gm/ce) lead carbonate bum-rate modifiers.

The reduction of AN participation in the detonation reaction can be seen from the Pop-plots. The
Pop-plot for propellant #1 is well behaved and is linear until the run to detonation does not occur. In
fact if one were to plot the "no go" point it would lie on the same line. However, for both propellant #2
and #3 at approximately 7.5 GPa, there is a distinct change in the Pop-plot that is quite consistent for
both formulations. In the work of Stinecipher [6] on composite explosives, the partial AN reaction was
ROWEVEE I i Suggosied hat futhes PARicipaion Of e AN e be e by Higher Shock pressures

ever, it is t i on o canbei igher pressures
or high density discontinuities.

Shock Sensitivity Assessments

An example of the use of the wedge test to critically examine the shock sensitivity of experimental
propeliants has been described. Wedge test results show that these propellants are much less shock
sensitive than the conventional minimum smoke propellants. The results also indicate that the use of
shock insensitive filler (AN), and fine particles of high explosive 10 increase the degree of homogeneity,
minimizes physical discontinuities and reduces shock sensitivity. These studies also lead to some
insights into the level of participation in the shock-to-detonation reaction of certain components of ener-
getic composite materials.

PLANAR ROCKET MOTOR TEST MODEL

Bullet or fragment impact against a solid rocket motor can cause a reaction ranging from mild bum.
ing to detonation. Prompt detonation may occur immediately on contact through the mechanism of
shock-to-detonation transition (SDT). Delayed reaction (either buming or detonation) may occur at later
times. Delayed reactions are believed to be associated with damage and fragmentation of propellant
during penetration; however, the underlying mechanisms are not well understood. The study of
delayed reaction phenomena in rocket motors is complicated by the fact that these processes occur
within the motor case and are not visible from the outside. Recently, a planar rocket motor test model
has been developed as an aid in visualizing these processes [7-9]. This model consists of a steel plate, a
layer of propellant, an air gap, a second layer of propellant, and a second steel plate, as shown in Fig.
8. Transparent sidewalls can be added to provide a measure of confinement. The open architecture of
the modetl allows impact and reactions within the bore (air gap) to be photographed.

\ O Initial experiments with this model showed
that a "bubble” of propeliant debris forms in
the air gap between energetic material layers
(bore region) as a result of projectile pene-
tration of onc of the layers. Ignition of the
bubble occurs upon impact with the second
layer, followed by a reaction ranging from
mild burning to delayed detonation, depend-
ing on the width of the air gap, properties of
the cnergetic material, and degree of con-
finement [7]. Further studics showed that
the most intense burn reactions and the zone
PRSTOROPELLANT  PROPELLANT SECOND STEEL of delayed detonation are both located within

LaveR LAVER PLatE the air gap regime where the bubble is

: n
Fig. 8. Planar Rocket Motor Test Modcl. unbroken prior o impact (-7,

A study of debris bubble expansion and breakup process was conducted using an Eulerian hy-
drocode, CSQ I, developed at Sandia National Laboratories. The study was performed to establish
the basic character of the debris bubble and to establish bubble breakup trends as a function of various
target and impact parameters. The output of ach hydrocode run consists of a sequence of computer
plots showing deformed cross-sections of the projectile and target layers at constant time intervals. An
example is shown in Fig. 9. The plots indicate that the debris bubble can be regarded as an expanding
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hollow shell, similar to those occurring in hypervelocity impacts {10]. An analysis of the computer
runs for the various parameters studied showed that breakup elongation increases with impact velocity,
propellant layer thickness, and plate density [8].

‘The hydrocode study also demonstrated that the debris bubble is not a spall. A spall is the result of
tensile failure when a shock wave is reflected back into the material as a rarefaction at a free surface.
Bubble formation in the present case is a much longer term process produced by the mechanical interac-
tion of the projectile with the propellant layer. A comparison of initial shock pressures in the propeliant
(determined by impedance matching) with hydrocode-calculated breakup elongation values for various
c?sgmmatcﬁals‘?fosmwedmconﬂaﬁon. indicating that the initial shock is not responsible for breakup
of the bubble {81,

Fig. 9. Hydrocode Plots for 0.75-Inch Stecl Sphere Impacting 1.5-Inch Propeliant
Layer with 0.06-Inch Steel Cover Plate at 3800 fi/s. (30 p: intervals.)

Debris Bubble Imoact Studi

Experimental Setup. In these experiments, propeliant layers and cover plates (1.5 and 0.06 in,
respectively) were held constant. Hardened (370 BHN) stecl was generally used for the first (impact
side) cover plate, while mild (95 BHN) steel was often used for the second (exit side) plate. The air gap
was varied between 0.5 an 4.5 in. in order to cncompass the zone where delayed detonations, the most
intensc combustion reactions, and the transition region for debris bubble breakup occurred. For con-
finement, transparent Plexiglas sidewalls were added to the target. Energetic materials used in the vari-
ous studies included conventional aluminized, reduced signature, and minimum smoke propellants
along with one explosive (Composition B). The first two are considered normally shock-insensitive
and nondetonable (Class 1.3), while the last two are shock sensitive, detonable materials (Class 1.1).

For comparability, a standard 0.75-in.-diameter mild steel spherical projectile, fired from a 20 mm
smooth-bore powder gun, was used for most tests. Most tests were also conducted at a constant impact
velocity, 3,900 {Us, although one minimum signature propellant was tested at velocities ranging from
1,600 to 4,200 f/s.

In-flight projectile velocitics were measured using a Photec high-speed camera runming at 16,000
frames/s coupled with a backlighting sysiem consisting of an array of flash lamps and a diffusing
screen. Impact processes and propeliant reactions were observed using a Fastax high-speed camera
running at 32,000 frames/s and a similar but scparate backlighting system.

Experimental Results. These experiments have resulied in the identification of a number of dis-
tinct bumn and dclayed detonation reactions involving the debris bubble. To datc, a total of six different
reactions have been observed in these experiments. Four of them are buming reartions and two are
delayed detonation. In the discussion that follows, a bricf description of ¢ - irition is presented.
(More extensive descriptions are found in {7-9)).

Two different bum reactions, with the breakup clongation roughly serving as the boundary scparat-
ing them, were identified in carly tests of reduced signaturc, hydroxy-terminated polybutadi-
enc/ammonium perchlorate (HTPB/AP) propellant. Both involve only Lubble material that has impacted
the second propellant layer and neither propagate back into bubble material .3 ha not yet impacted the
sccond layer The first reaction, which occurs at air gaps less than the breat.. . clor ation for the bub-
ble (i.c., where the bubble 15 unbroken at impact), is associated with fluid-like debris that flowed out-




wards a'nng the impact surface (Fig. 10). The second, which occurs at air gaps greater than the
breakup clongation, is associated with crater debris traveling backwards through the interior of the
bubble. The first reaction appeared to be the more violent of the two based on light intensity and cover-
plate velocity measurements and degree-of-breakup estimates for the Plexiglas sidewalls [7-8].

Fig. 10. Photographic Sequence Showing Impact of Unbroken Debris Bubble and
Bum Reaction Involving Fluid-Like, Post-impact Debris. (28 s interframe time.)

Two additional burn reaction, involving bubble material that had not yet impacted the second layer,
were identified in later tests of aluminized HTPB/AP propeliant [9]. One reaction, initiating after bubblc
impact, propagates rearwards (towards the first layer) along the outside surface of the advancing bub-
ble. The second, observed in a nitramine-containing aluminized HTPB/AP propeliant, occurs on the
inner surface of the bubble (Fig. 11). Because of its location, direct visibility is only possible if the
bubble broke up prior to impact.

Fig. 11. Photographic Scquence Showing Breakup of Debris Bubble in Air Gap and
Exposed Burn Reaction on Inner Bubble Wall, ( 28 ps interframe time.)
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The latier two reactions, which occur in addition to the ones involving post-impact debris (the first
two), are considered to be an indicauion of increasing reaction sensitivity and violence. A comparison of
reaction intensities for the different HTPB/AP propeliants show a direct comrespondence between the
number of reaction paths and the degree of reaciion violence.

Two different delayed detonation reactions have also been observed in tests involving minimum
signature propeliants. Both initiate as a result of bubble impact and occur in the air-gap regime where
the bubble is unbroken at impact. One, normally found at larger air gaps (> 1.0 in.), initiates almost
immediately after bubble impact (within a fow microseconds) and propagates rearward through the wall
of the bubble towards the first layer (Fig. 12). Detonation of the upstream layer occurs first, in this sit-
uation, while the sccond layer detonates sympathetically after the first, rather than by reaction propaga-
tion from the bubble into that layer. Only a live first layer is required for this reaction since initiation
occurs within the bubble itself. This was confinmed by experiments using inent simulant for the second
layer. Confinement is also apparently not a requirement as the reaction occurs in completely open target
systems. Recent experiments have shown that the bubble impact shock is responsible for reaction
initiaion {9]. This reaction has been observed for impact velocities as low as 1700 fi/s.

The sccond delayed detonation reaction, normally found at smaller air gaps (< 1.0 in.), is character-
ized by relatively long delay times (60-180 us) after bubble impact. The minimum impact velocity
(~3800 fi/s for one propeliant tested) for initiation of this reaction is also considerably higher than for
the other. Recent experiments show that confinement greatly enhances the probability of reaction and,
(like the other), only the first layer needs to be live for reaction to occur, Although the initiation mech-
anism for this reaction has not been definitcly established, evidence sugpests that interfacial shear along
the bubble-second layer contact surface, may be responsible.

Fig. 12. Photographic Sequence Showing Initiation of Detonation Reaction in Debris
Bubble Immediately After Bubble Impact. (28 ps interframe time )

CONCLUSION

A mcthodology complete with modclling 1ools and cxpennmental tcchmques has been presented
which can be used 10 evaluate a munition's vuincrability to fragment or bulict impact. Three pans of
this methodology have been presented: 1. FRAGMAP, 1. Wedge tesung tor studyving SD'T 1n propel-
lants and and 111. Planar Rocket Maior Test model. The first pan of the paper outiined the FRAGMAP
methodology, which couples hydrocodes and wedge test data, developed to evaluate a munition’,
response to fragment impact. The munition response levels within the - ¢ are divided . DT,
BVR and no response. The second section of the paper outlined the expernental approach in wedge
testing to cxamine the shock sensitivity of propetlants and explosives. The results of the experiments
show that the use of shock insensitive fillers (AN), and fine particle sizes of high explosives (HMX) to
increase the degree of homogencity, minimize physical discontinuitics and reduce shock sensitivity.
Lastly, a planar rocket motor test model was explored to evaluate delayed reaction phenomena in rocket
motors subjected to fragment and bulict impact. With the use of this model six ditterent delayed reac-
tions have been observed. These arc: (a) two burning reactions which involve bubble material that has
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not yet impacted the second layer; (b) two bum reactions which involve bubble material that has
g&bpa?@d the second propellant Jayer; and (c) two different delayed detonation reactions involving debris
impact.
In conclusion, this three pant methodology enables the use of a coupled (experimental/modeliing)
approach in assessing a munition's vuinerability to bullet and fragment impact. This methodology can
also be used in reverse in order to design munitions which are insensitive to projectile impacts.
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DELAYED INITIATION IN A MODEL ENERGETIC MATERIAL

D. H. ROBERTSON, D. W. BRENNER, AND C. T. WHITE

Chemistry Division, Naval Research Laboratory, Washington, DC 20375-5320

ABSTRACT
We present a simulation studying the initiation of a model energetic molecular solid.
For low-velocity, -~ « . flyer-plate impact, the model detonation initiates behind a

compaction shock. i... detonation front subsequently overtakes the compaction shock
exhibiting a behavior qualitatively similar to that observed in experminental studies of
homogeneous initiation and delayed detonation from low velocity impact.

INTRODUCTION

Energetic materials contain potentially destructive forces in their stored energy. Once
initiated they can release energy at rates that can exceed 10'' W for a 10 cm? detonation
front [1]. Unanticipated initiation of these energetic materials can result in the release
of this energy with disasterous results. Modification of the sensitivity of an energetic
material toward unanticipated initiation from environmental events is one of the goals of
energetic materials research. A better understanding of initiation in energetic materials
and the effect that molecular structure has on initiation characteristics should aid the
design of safer, high-energy explosives. However, to improve the theory of the atomic-
scale details of initiation, computational methods other than continuum calculations
(which are not intended for atomic-scale resolution) must be employed.

Over a decade ago, molecular dynamics (MD) was shown to be an ideal tool for
probing the atomic-scale details of shock waves in nonenergetic materials while also
giving macroscopic properties consistent with continuum calculations [2]. Very recently,
we have introduced a model energetic molecular solid that can be used in MD simulations
of shock-induced chemistry [3]. Simulations using this model showed that when initiated
by a flyer-plate impact of sufficient mass and velocity this model generates a chemically-
sustained shock wave with a constant shock velocity and properties consistent with
that expected from a detonation [3]. In that work we also reported that as the mass
of the flyer-plate increases, the plate velocity required to initiate this model decreases
to a limiting value of 3.9 km/s consistent with the known insensitivity of crystalline
explosives to high velocity impacts [4]. This paper presents a more detailed examination
of the initiation characteristics in this new model energetic material for a massive (on the
atomic scale) flyer plate impacting the molecular solid at an impact velocity of 3.9 km/s.

MODEL AND METHODS

The potential used to introduce chemical reactivity into these MDD simulations describes
the interatomic interactions in this m-del energe.ic . iecalar solid using the empirical-
bond-order (EBO) formalism [5,6]. '£is EBO approach is sufficiently flexible to allow
the generation of a potential energy surface with distinct reactants and products and
well-defined reaction paths between them. In the current parameterization of the EBO
potential, the model energetic solid is composed of AB molecules which can potentially
undergo reaction to form A; and B; products with the relcase of 3 eV of energy per
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Figure 1. Snapshots of the simulation for times of 3.0, 5.0, and 7.0 ps from top to

bottom, respectively. The shock waves are traveling from left to right and the type types
of atoms are denoted as light and dark.

reactant molecule. This exothermic release of energy under sufficient conditions sustains
the propagation of a shock wave through this model energetic molecular solid with a
constant velocity. Details of the potential parameters and propagation characteristics of
chemically-sustained shock waves in this AB model are detailed in a prior paper [3].

The simulation presented herein is initiated by impacting a 3.9 km/s fiyer plate com-
posed of the 20 layers of molecular solid with the edge of a 2-) semi-infinite model
diatomic AB molecular crvstal. The reactant crystal is initially at rest and at near zero
temperature and pressure. The trajectories of the atoms using these initial conditions
and EBO potential energy surface are followed by integrating Hamilton's equations of
motion using a Nordsieck predictor-corrector method [7]. Periodic houndary conditions
are enforced perpendicular to the direction of shock propagation.

RESULTS

impact from this low-velocity flyer plate does not imm«diately induce i mical reactions.
Instead a compaction shock is generated in which the average pressure and density are
below that required to initiate reactions but in which local fluctuations are sufficient to
exceed the reaction barrier and initiate reactions behind the compaction shock front.
This is illustrated in Figure 1 where snapshots for this simulation are shown at times
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Figure 2. Positions of the compaction and detonation shock fronts plotted as a functxon
of simulation time, drawn as dashed and solid lines. respectively.

of 3.0, 5.0, and 7.0 ps, from top to bottom, respectively. The two types of atoms, A
and B, are depicted as light and dark—reactants (as seen to the right) are light/dark
pairs and products are light/light and dark/dark pairs. In the 3.0 ps snapshot. products
from a series of local reactions can be secn in the region of 6 to 12 nm., approximately
7 nm behind the front of the compaction shock wave (19 nin). Although reactions have
been initiated in this region. there is not vet a well-defined shock front. However, by
5.0 ps more reactions have occurred generating a shock front which has propagated to
approximately 32 nm by this time. The front compaction wave can still be seen at 33 nm,
preceeding this reaction front. Fina'ly, as seen in the 7.0 ps snapshot. the shock front
associated with the chemical reactions has overtaken the compaction shock. leaving only
the chemically-sustained shock front visible in the simulation.

"The formation of a detonation front associated with the onset of chemical reactions and
its eventual overrun of the front compaction shock can be further clarified by Figure 2
which plots the positions of these shock fronts as a function of the sinmiation time.
Initially, the compaction shock propagates into the material at a velocity of bt km/s.
shown as the dashed line in Fig. 2. Near 2 ps. chemical 1eactions have started occurring
and by 3 ps the leading edge of this reaction 7on(= ic definable. These reactions form into
a detonation front shown as the solid line &i. 15, 2. This detonation front is propelled hy
the chemical reactions av : cciocity of 9.7 l\m/s Bccauwthc chemicallv-sustained shock
front is travelling at a faster velocity than the compaction shock. the detonation front
overtakes the compaction shock at 25.3 ps. The initial fluctuations in the position of the
detonation front in Fig. 2 before this front overtakes the compaction shock is indicative
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of initiation of reactions in several locations before forming into a sharper more well-
defined shock front. Although the timeand length scales differ, this simulation—showing
the generation of a detonation front behind a compaction shock which then overtakes
the front shock—predicts qualitative behavior consistent with the experimental studies
of homogeneous initiation [8] and delayed detonation from low velocity impact [9].

CONCLUSIONS

This model energetic material was used in a simulation of initiation by a flyer plate close
to the critical velocity for initiation. This simulation exhibited initiation of reactions
behind the leading compaction shock front resulting in the formation of a detonation
wave behind the front shock. Because the chemically-sustained shock front travels faster
than the compaction shock, the detonation front overtakes the compaction shock result-
ing in a single chemically-sustained shock front in the simulation. This simulation and
the associated plot of wave front positions shows behavior qualitatively similar to exper-
imentally observed homogeneous initiation, and delayed detonation from low velocity
impact. These encouraging results suggest MD simulations of larger and more complex
systems, coupled with chemically convincing potentials, can provide an increasingly im-
portant tool for clarifying the interplay between shock waves and the chemistry they can
induce at the atomic scale.
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Postdoctoral Research Associateship.

REFERENCES

[1] W. C. Davis, Sci. Am. 256, 106 (1987); W. Fickett, Introduction to Detonation
Theory, (U. Calf. Press, Berkeley, 1985).

(2] B. L. Holian, W. G. Hoover, W. Moran, and G. K. Straub. Phys. Rev. A 22, 2798
(1980); N. Dremin and V. Yu. Klimenko, Prog. Astronaut. Aeronaut. 75.253 (1981).

[3] D. W. Brenner, D. H. Robertson, M. L. Elert, and C. T. White. (submitted for
publication).

[4] see e.g. F. P. Bowden and Y. D. Yoffe, Initiation and Growth of Ezplosions in Liguids
and Solids (Cambridge U. Press, Cambridge, 1985).

(5] J. Tersoff, Phys. Rev. Lett. 56, 632 (1986); J. Tersoff, Phys. Rev. B 37. 6991 (1988).
[6] G. C. Abell, Phys. Rev. B 31, 6184 (1985).

[7} C. W. Gear, Numerical Initial Value Problems i Orvdmary Differential Equations.
(Prentice-Hall, Englewood Clifs. 1971).

[8] A. W. Campbell, W. C. Davis, and J. R. Travis. Phys. Fluds 4,493 (1961).

[9] L. G. Green, E. James. E. L. Lee, E. S. Chambers. C. M. Tarver. C. Westmoreland.
A. M. Weston, an) B, Brown, Proceedings of the Seventh Sympostum (International)
vn Detonation, (N:WC MP 82334, Silver Spring. 1981). p. 256.




PART IV

Crystals: Growth and Behavior




189

ELECTRONIC EXCITATIONS PRECEDING SHOCK INITIATION IN EXPLOSIVES

J. SHARMA AND B. C. BEARD
Naval Surface Warfare Center, Dahlgren Division, White Oak, Silver Spring, MD 20903-
5000

ABSTRACT

Electronic excitations which precede and can facilitate chemical reactivity of explosive
molecules during shock passage will be discussed. The structurally similar family of
explosives, TATB, DATB, Picramide and TNB were the focus of this work. It has been
found that the energy of shake-up transitions observed in x-ray photoelectron spectra of these
molecules shows a linear relation with the explosive sensitivity. To the contrary, optical
absorption maxima, dependant upon dipole selection rules display a trend opposite that
intuitively expected in relation to ease of initiation. The shake-up transitions are governed
by monopole selection rules, so that the transitions between initial and final states of the same
symmetry are allowed. The forbiddeness of the excited state may favor proton transfer, bond
breakage and free radical formation relative to de-excitation by returning to the ground state.
Electronic excitations of this type are believed to be important to multiphonon up pumping.
The 1s core hole resulting from photoionization creates a central coulomb force that shrinks
the orbitals, simulating conditions similar to those of high pressure or shock passage. These
factors may be at the heart of the correlation between the shake-up promotion energy and
explosive sensitivity. '

INTRODUCTION

Whether molecular deformations or electronic excitations make the first response 10
shock passage leading to irreversible chemical reaction is an open question. The time taken
for the steady state detonation wave to traverse an explosive molecule is about 100
femtoseconds (10" seconds). In such a short time it is likely that the electronic levels,
because they are so agile, will be the first to respond. Dremin[l]. in his multiprocess
detonation model has proposed electronic excitation as the first step. Gilman([2) has suggested
that the pushing of atoms against each other during shock can cause the transfer of electrons
to the Fermi level by tunneling. In this paper we are trying to identify electronic cxcitations
that might be relevant to the start of chemistry in explosives. The rclevance is based on the
relationship shown between some electronic spectra and the sensitivity scalc.

The sensitivity of explosives is not understood in physical terms and its prediction has
peen difficult and frustrating. Historically, many new explosives have been synthesized only
10 be rejected because they were t0o sensitive for handling. There was no definiuve way of
predicting their sensitivity, prior to their synthesis and use of the hammer.  One reason
behind the failure is that the processes involved in the early stagr ! :caction are ultraiasi and
could not be resolved out in time scale. Recent developments in ultrafast techniques, which
can resolve events of ten femtoseconds, may be able to answer the long standing fundamental
questions. For example, Schoenlein et al{3) have measured the tme invoived n the
photoisomerization of rhodopsin in the visual system, one of the most rapid events in naturc.
They found it to be 200 femtoseconds. Similarly Elsaesser et al[4] have determined the time
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taken for a proton transfer in an aromatic molecule (2-benzotriazole ) and found it to be 100
femtoseconds (170 femtoseconds for deuteron). It appears that a similar time scale study is
needed to reveal the early action in explosives. A sustained detonation wave travels in an
explosive at about ten kilometers per second. This means that the time taken to go over the
dimensions of a molecule is about 100 femtoseconds( 10" sec). To provide the energy
required for a sustained detonation wave, some molecular process(s) must be capable of
releasing energy within the molecular transit time.

A simple minded approach would be to relate sensitivity with optical absorption
spectra and band gap measurements, but this does not work. As for example, TNB is
transparent to shorter wavelengths and has a large band gap, but contrary to expectations it
is far more sensitive than TATB. As mentioned earlier[S] and shown in Table I, the lack of
correspondence indicates that these excitations, (dipole transitions from HOMO’s (n,7.0-like
states) to LUMO’s (n’,x",0™like states), although they show some photolysis, are not the
transitions crucial to the initiation of chemistry. It is necessary to look for other electronic
excitations and identify those which may be relevant.

TABLE I
Compilation of Optical Absorption Data on TATB Family of Compounds (D. Glover,
NOLTR 62-76)

Explosive Auax Angstrom eV
TNB 2240 5.5
Picramide 3180 3.9
DATB 3800 33
TATB 4000 3.1

We have found that x-ray photoelectron shake-up spectra match sensitivity behavior
of the above mentioned explosives. It has been found that the sensitivity threshold. whether
measured with shock, impact or heat follows shake-up separations. The shake-up structure
also agrees with the oxygen balance relation of Kamlet. The electronic excitations involved
in the shake-up spectra are optically forbidden, not allowed by the dipole selection rules. The
shake-up selection rules allow only transitions between initial and final states of the same
total symmetry (Aberg [6]). The forbiddeness of the excited state will open up the possibihity
of proton transfer and non-radiative processes 1n competition with the direct return to the
ground state.

Molecular alterations observed in sub-ignited or thermally decomposed TATB,[6]
involve shift of hydrogen to produce furoxans and furazans. Furoxans are produced by the
loss of two atoms of hydrogen while furazans are produced by the creation of a water
molecule. The former is quite an unstable molecule and its production will faciltate turther
reac’'onf”]. Formation of water in the early stage is an important step. because it 13
exvii-~anic (59 kcal/mole) and would supply energy to sustain the reaction. In view of the
above, it can be imagined that shock promotes excitations of forbidden nature. providing the
time required for hydrogen reactions. As mentioned above the transter of proton takes place
in roughly 100 femtoseconds. This overall picture supports the idea that the electromc
excitations that are most relevant to the initiation process of explosives may be of the class
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involved in the shake-up process.

As mentioned earlier, the investigation of the electronic steps should be done with the help
of ultrafast laser techniques, where it may be possible to time the electronic excitations and
molecular alterations that follow, as has been done by Yan et al{8) on rhodopsin. This will
give time scale information on the electronic and atomic changes but of course following
vertical excitations. We have used x-ray photoelectron shake-up spectra to determine the
relevant electronic excitations. Although x-rays have kilovolt energies, the shake-up probes
transitions of optical energy associated with valence level electron promotions. The approach
is similar to that employed in the Raman effect where visible light is used to pick up
vibrational and rotational level information, which have energies of the infrared region. In
the shake-up process photons of 1486 eV are used to probe electronic transitions of the outer
orbitals involving only a few electron volts.

1

12mP=hv-E, -¢  NORMAL PHOTOEJECTION

s mmane

i

12mv* = by - E, - ¢ - Ear PHOTOEJECTION WITH SHAKE-UP

E, is the binding energy of the electronic level from which the
electron is ejected,
E suxevr 1S the energy required for the HOMO-LUMO promotion.

Figure 1. A comparison of normal photoejection with the shake-up process, is shown, in
which the associated HOMO-LUMO promotions follow monopole selection rules
an=1.2.3...,41=0, As=0.

Normal X-ray photoelectron effect:

. The conventional x-ray photoelectron effect is governed by Emstein's photoclectric
equation
12mv® = hv-E, - ¢

}vhere E, is the binding energv of ti.2 electron n 1. \atal from which it is ejected. and o
is the work function of the solid.

Shake-up Structure in Photoelectron Spectra:

12mv? = hy - E, - ¢ - Equaxevp
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The shake-up features in the photoelectron spectrum arise from energy losses by the
1s photoelectrons during emission from the atom,Figure 1. These loss events are due to
promotion of outer electrons from a HOMO to a LUMO by the photoelectron resulting in a
loss of kinetic energy (Svensson et al[9]). Therefore a shake-up satellites appear on the low
kinetic energy side of the 1s core photoemission peak separated by the HOMO-LUMO
excitation energy. The ejection of the 1s electron causes unequal shrinking of the electronic
levels, charge transfer and promotions from the HOMO to LUMO states. The escaping
photoelectron ( K.E approx. 1000 eV, velocity grater than 10® cm/s.) leaves the vicinity of
the molecule (10 A) in less than a femtosecond. As a consequence, the shake-up brings
information about the immediate response of the outer orbitals to the creation of the Is
vacancy in the nitro-nitrogen or nitro-oxygen of the molecule. Furthermore, the promotions
are to forbidden states.

Results:

Figure 2 shows the 1s spectrum of nitrogen in TATB. The line at about 406 eV is
due to nitrogen in the nitro functionality and it is associated with a shake-up feature,
separated by 2.7 eV to the low kinetic energy side. The structure indicates that the 1s
emission is associated with charge transfer from amine-N to the nitro-N and with a HOMO-
LUMO promotion [10). This causes the nitro-nitrogen line to lose intensity. Its height
should have been equal to that of the amine-nitrogen line at about 402 eV, which does not
have any shake-up. The decreased height of the shake-up satellite shows that during the
photo-gjection of an electron from the nitro-nitrogen, about one third of the electrons lose
energy by promoting the outer most electrons. The energy involved in this promotion is 2.7
eV and represents a crucial excitation. As we go from TATB to DATB, Picramide, this
separation becomes smaller (Figure 3). For TNB, the separation could not be resolved with
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Figure 2. The XPS spectrum of nitrogen in TATB showing the shake-up structure at 2.7 eV
to the left of the nitro-nitrogen peak. Note that the amine nitrogen does not show any such
structure.
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our instrument and is assumed to be zero. The line-width of the nitro-nitrogen in TNB is
larger than that of either the amine or nitro nitrogen of TATB, indicating that there may be
some structure. Figure 4 shows a relation between the shake-up separation and sensitivity
of these explosives as measured by the drop test metnod. A good relationship over a wide
range of impact sensitivity is thus exhibited. The numbers for sensitivity have been taken
from the paper of Storm et al(11], in which he has refined them based on very sound
argumer:ts. A similar relationship is exhibited when the NSWC small scale gap test data is
considered, as shown in Figure 5, which measures the shock sensitivity. The results show
that as the barrier of shake-up separation increases the threshold energy to initiate the
explosives also increases.
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Figure 3. The shake-up structure of nitro-nitrogen shown for TATB. DATB and picramide.
The structure gets closer to the main line and the height decreases. TNB showed no
separable structure from the main peak, its separation has been be assumed to be zero.

TABLE 1I
Compilation of Drop Height, Oxygen balance, Shake-up Data on the TATB Family of
Explosives.

Explosive Drop Hgt. cm. | Oxygen Shake-up Shake-up
Balance AE Nls AE Ols
eV eV
TNB 72 -1.5 0.0 0.n
Picramide 121 -1.8 0.8 1.4
DATB 215 -2.1 2.1 3.0
TATB 345 2.3 2.7 1.6
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NITRO-NITROGEN SIIAKE-UP SEPARATION VS. IMPACT SENSITIVITY
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